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Abstract - In this article, a multi-objective scheduling optimization model using Genetic Algorithms is 
proposed to minimize makespan (maximum completion time), total tardiness and total earliness 
simultaneously. Many other objectives like maximum tardiness, maximum earliness, and a minimum 
number of tardy jobs can be optimized easily using the proposed model. The model has been carried out 
using the MS Excel spreadsheets and an add-in to provide the GA which is known as Evolver. A set of 
projects has been used to examine the model and its effectiveness has been proven. The proposed model is 
more flexible than other existing software with superior performance and accurate results comparing 
with what is obtained for others like LEKIN. 
Keywords: JSSP; Genetic Algorithm; Multi-Objective Optimization; Evolver. 

1. Introduction 
Best allocating the suitable equipment to perform the required jobs over time to achieve the business goals 

is the mission of the scheduling process. Therefore, many efforts have been devoted to solving optimally Job 
Shop Scheduling Problems (JSSP). Minimizing the maximum completion time was the common objective of the 
majority of these researches. JSSP is an NP-hard problem; so, it is difficult to find an exact solution in a 
reasonable computation time [1]. A variety of optimization methods have been developed to solve JSSP, Tabu 
Search [2, 3], Simulated Annealing [4, 5], Genetic Algorithms [6, 7], Particle Swarm Optimization [8, 9], Ant 
Colony Optimization [10, 11], differential evolution algorithm [12], Memetic Algorithm [13], Mathematical 
Programming [14, 15], and Goal Programming [16]. 

Most researches tackled the scheduling problems as a single objective optimization problem [6,7,15,17,18]. 
The scheduling process requires a multi-objective treatment to consider conflicting objective [19]. So, 
researchers often deal with problems that involve multiple usually conflicting criteria [20]. 

There are many approaches to optimize multi-objectives. Individual objective functions can be combined 
into a single composite function and in this combination, the single objective is possible to be determined with 
methods such as weighted sum method. Moving objectives to be constraints can be done as the constraining 
values must be established for each of these former objectives. In lexicographic procedures, objectives are 
prioritized and ordered according to the prioritization results [21]. 

A variety of evolutionary algorithms have been successfully extended to solve MOP, such as SPEA2 [22] 
and NSGA-II [23], which are based on Pareto dominance, Genetic Algorithms (GA) [24-27], Ant Colony 
System (ACS) [28-31], Particle Swarm Optimization (PSO) [32-36], A Non-Dominated Neighbor Immune 
Algorithm [37] and Estimation of Distribution Algorithm (EDA) [38-41]. 

Genetic Algorithm has the advantage to solve scheduling problems. It has the ability to find to reach 
optimal or sub-optimal solutions. It has gained the advantage of searching for the global optimization solution in 
a huge population. 

The Microsoft Excel spreadsheet and an add-in to provide the GA called Evolver are used by I. Chaudhry, 
I. A. Chaudhry et al., Chaudhry et al., and. Al-Ashhab and H. Fadag [42-45] in the domain of scheduling 
problems. The use of this software demonstrates how simple it is to implement the genetic algorithm to optimize 
the scheduling problems. The author decided to get benefit from this advantage of using Evolver. This research 
uses a spreadsheet-based commercial genetic algorithm Evolver to solve a multi-objective scheduling model 
using GA.  
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The aim of this paper is to present a multi-objective job shop scheduling model using Genetic Algorithms to 
minimize maximum completion time, total tardiness and total earliness criteria using the spreadsheet-based GA 
approach.  

2. Problem Description and Assumptions 
Solving a multi-objective scheduling problem is the goal of this model. The spreadsheet-based commercial 

genetic algorithm solver “Evolver” [46] is used to optimize the multi-objective functions mentioned in Equation 
4. Figure 1 describes the Microsoft Excel-Evolver integration architecture [47]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Microsoft Excel-Evolver integration architecture 

Classical Job Shop Scheduling Problems (JSSP) considers the allocation of n jobs to m different machines 
or equipment. Each job has to undergo multiple operations on various equipment and each job has its own set of 
processing times and routing characteristics. The processing time of each job on each equipment Phj is known 
and the due date for each job as well Dj. 

The following assumptions are considered in the model: 

 Each job has its own due date; 
 Each job does not visit the same equipment twice; 
 All jobs are ready for processing at time zero; 
 All equipment are available at time zero; 
 Each equipment can process only one job at a time; 
 Only one job can be processed by an equipment at any instant in time; 
 The processing times are known, fixed, and independent of the sequence; 
 The set-up time for any operation is included in the processing time; 
 The transportation time required for the movement of jobs between equipment is assumed to be 

negligible; 
 The operation cannot be interrupted; 
 There are no precedence constraints among operations of different jobs. 

3. Model Formulation 
Parameters: 

N: Number of jobs 

M: Number of equipment 

Phj: Processing time for job j on m/c h, h = 1, 2, …, M, j = 1, 2, …, N 

Dj: Due date of job j, j=1, 2, …, N 

SEQ: Processing sequence array 

NUMT: No. of equipment (tasks) for each job 

NUMJ: No. of jobs per equipment J 

DISJ: Disjunction array. 

 

 

GA component as an 

“add-in” in spreadsheet 

Spreadsheet Model with 

scheduling rules and constraints 
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Objective Function Value

Figure 1. Microsoft Excel-Evolver integration architecture. 
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Decision Variables: 

Cj: Completion time of job j 

Shj: Starting time of job j on equipment h 

Ej: Earliness of job j = (Dj - Cj) if Dj > Cj and 0 otherwise 

Tj: Tardiness of job j = (Cj - Dj) if Cj > Dj and 0 otherwise 

3.1. Objective functions 
The three objectives that have been considered in this proposed model are; minimizing maximum 

completion time, minimizing total tardiness, and minimizing total earliness have been formulated in Equations 
1, 2, and 3 respectively. While, the multi-objective function have been represented in Equation 4 where w1, w2 
and w3 are the weights of three objectives respectively. 

minimize	f1 ൌ MAX	ሺCjሻ, ∀	j	 ∈ N	 ሺ1ሻ

minimize	f2 ൌ 	Tj
୨∈

	 ሺ2ሻ

minimize	f3 ൌ 	Ej
୨∈

	 ሺ3ሻ

MOF ൌ w1	f1  w2	f2  w3	f3	 ሺ4ሻ

3.2. Constraints 
 

൫S୦୧ െ S୦୨൯  P୦୨ െ M	Y୦୧୨	, ∀i, j	 ∈ N, ∀h ∈ M (5) 

൫S୦୧ െ S୦୨൯  P୦୨ െ M	ሺ1 െ Y୦୧୨ሻ	, ∀i, j	 ∈ N, ∀h ∈ M (6) 

൫Sୗ୕ሺ୨,୪ሻ,୨  Pୗ୕ሺ୨,୪ሻ,୨൯
୦∈

  Sୗ୕ሺ୨,୪ାଵሻ,୨
୦∈

, ∀ j ∈ N, ∀l ∈ M െ 1 (7) 

Constraints (5) and (6) are two mutually exclusive constraints. One of the constraints must be relaxed when 
job i precedes job j or j precedes i on equipment k to avoid overlapping between tasks (disjunction constraints). 

Constraint (7) ensures the satisfaction of operational precedence between the tasks. 

 

4. Computational Results and Analysis 
In this section, the results of applying the proposed model are introduced. The model has been solved using 

Evolver solver and runs on an Intel® Core™ i3-2310M CPU @2.10 GHz (3 GB of RAM). The GA parameters 
include; population size N = 50, number of generations G =40,000, probability of crossover Pc = 0.5, and 
probability of mutation Pm = 0.1. 

The model accuracy and capability are verified through solving and analyzing four different projects. Three 
projects are of size 3J*3M and the fourth one is of size 5J*4M. Each project is solved seven times to optimize 
seven different combinations of objectives as follows: 

1) Maximum completion time 
2) Total earliness 
3) Total tardiness 
4) The three objectives with equal weights 
5) The three objectives giving double weight to the maximum completion time 
6) The three objectives giving double weight to the total earliness 
7) The three objectives giving double weight to the total tardiness 

The results will be analyzed to compare the different objectives combination effect on the performance. 
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4.1. 3J x 3M Projects 
The model inputs; processing sequences, duration, and due dates of the three 3J*3M projects are shown in 

Tables 1, 2 and 3. 

 

Table 1: Job’s processing sequences 

 Project 1 Project 2 Project 3 

J1 1 3 --- 1 3 --- 2 1 3 
J2 2 1 3 2 1 3 1 3 --- 
J3 3 1 2 3 1 2 3 1 2 

 

Table 2: Duration matrices of the processes 

 Project 1 Project 2 Project 3 
 J1 J2 J3 J1 J2 J3 J1 J2 J3 

M1 30 22 14 14 22 11 32 32 12 
M2 ---- 6 24 --- 23 21 12 --- 12 
M3 6 11 21 12 13 22 12 32 12 

 

Table 3: Due dates of all jobs 

 Project 1 Project 2 Project 3 
 J1 J2 J3 J1 J2 J3 J1 J2 J3 

Due Date  40 65 100 34 70 54 80 68 90 

The outputs of the model have been presented for the first project only for clarification taking the maximum 
completion time as a single objective representing set 1. Table 4 shows the optimal start time and the 
corresponding finish time. The maximum completion time, earliness, and tardiness values are shown in Table 5. 
The schedule presented as a Gantt chart is in Figure 2. 

 

Table 4: Results of the first project 

Series 1 2 3 4 5 6 7 8 

Job id 1 1 2 2 2 3 3 3 

Equipment required 1 3 2 1 3 3 1 2 

Duration time 30 6 6 22 11 21 14 24 

Start 0 30 0 44 66 0 30 44 

Finish time 30 36 6 66 77 21 44 68 

 

Table 5: Completion time, earliness and tardiness (set 1) 

JOB 1 2 3 

Due Date 40 65 100 

Completion time 36 77 68 

Earliness 4 0 32 

Tardiness 0 12 0 
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Figure 2. Gantt chart of the first project schedule 

The same project has been solved using Lekin package and the best-achieved value using the heuristic of 
General SB Routine of the maximum completion time was the same value resulted using our proposed model of 
77 time units. The Gantt chart of the Lekin schedule is shown in Figure 3. 

 
Figure 3. Gantt chart of the first project from Lekin 

Both other two projects are solved using the proposed model and Lekin package and the best-achieved 
values using the heuristic of General SB Routine of the maximum completion time was the same value resulted 
using our proposed model of 68 and 88minutes. Gantt chart of the Lekin schedule is shown in Figure 4 and 
Figure 5. 

 
Figure 4. Gantt chart of the second project from Lekin 

 
Figure 5. Gantt chart of the third project from Lekin 
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Table 6: All objective’s values of the 7 combinations of the three projects 

 
Combination 

Objective 
1 2 3 4 5 6 7 

P
ro

je
ct

 1
 

Make Span 77 205 90 98 77 100 92 

Total Earliness 36 0 16 2 23 0 8 

Total Tardiness 12 360 0 0 12 0 0 

Multi Objective 125 565 106 100 112 100 100 

MO weighted Make Span 202 770 196 198 189 200 192 

MO weighted T. Earliness 161 565 122 102 135 100 108 

MO weighted T. Tardiness 137 925 106 100 124 100 100 

P
ro

je
ct

 2
 

Make Span 68 204 68 68 68 68 68 

Total Earliness 2 0 2 2 2 2 2 

Total Tardiness 0 406 0 0 0 0 0 

Multi Objective  70 610 70 70 70 70 70 

MO weighted Make Span 138 814 138 138 138 138 138 

MO weighted T. Earliness 72 610 72 72 72 72 72 

MO weighted T. Tardiness 70 1016 70 70 70 70 70 

P
ro

je
ct

 3
 

Make Span 88 214 89 88 88 90 90 

Total Earliness 38 0 9 2 2 0 0 

Total Tardiness 8 348 0 0 0 8 0 

Multi Objective  134 562 98 90 90 98 90 

MO weighted Make Span 222 776 187 178 178 188 180 

MO weighted T. Earliness 172 562 107 92 92 98 90 

MO weighted T. Tardiness 142 910 98 90 90 106 90 

Table 6 shows the results’ summary of all objective values of the 7 combinations in which it can be noticed 
that in the first combination where the only objective is to minimize the maximum completion time and the 
resulted optimal values are the best in all combinations. In combination 2 since the objective is to minimize the 
total earliness; the obtained total earliness is zero but the maximum completion time and total tardiness values 
are not optimal nor acceptable. While in combination 3 where the objective is to minimize the total tardiness; 
the resulted values of both maximum completion time and total earliness are reasonable but not the optimals. 

The best and more reasonable and practical results are achieved in the sixth combination where there is no 
earliness no tardiness and the maximum completion time is conforming the due dates with small deviation from 
its best value where the three objectives are taken into consideration giving double weight to the total earliness. 

4.2. 5J*4M Project 
The model inputs; processing sequences, duration, and due dates of the 5J*4M projects are shown in Tables 

7 and 8. While Table 9 presents the summary of results of all objectives’ values of the 7 combinations. 

Table 7: Job’s processing sequence 

J1 1 2 3 4  

J2 1 2 3 4 

J3 4 3 2   

J4 2 3 4 1 

J5 1 3     
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Table 8: Durations and due date 

M/J J1 J2 J3 J4 J5 

M1 19 10   14 15 

M2   30 15 10   

M3 10 18 18 20 16 

M4 19 11 31 19   

Due Date 100 115 90 85 31 

Table 9: Objectives values of project 4 

Combination 
Objective 

1 2 3 4 5 6 7 

Make Span 92 220 109 111 109 115 111 

Total Earliness 97 0 15 4 8 0 4 

Total Tardiness 61 602 0 0 0 0 0 

Multi Objective 250 822 124 115 117 115 115 

MO weighted Make Span 342 1042 233 226 226 230 226 

MO weighted T. Earliness 347 822 139 119 125 115 119 

MO weighted T. Tardiness 311 1424 124 115 117 115 115 

The same project has been solved using Lekin package and the best-achieved value using the heuristic of 
General SB routine of the maximum completion time was the same value resulted using our proposed model of 
92 time units. The Gantt chart of the Lekin schedule is shown in Figure 6. 

 
Figure 6. Gantt chart of the 5J*4M project using Lekin. 

From Table 9, it can be noticed that in the 5J*4M project in which it can be noticed that the best and more 
reasonable and practical results also are achieved in the sixth combination where there is no earliness no 
tardiness and the maximum completion time is conforming the due dates with small deviation from its best 
value where the three objectives are taken into consideration giving double weight to the total earliness. 

 

5. Conclusion 
This research has proposed a multi-objective scheduling model using Genetic Algorithms to minimize 

maximum completion time, total tardiness and total earliness criteria. The GA solver “Evolver” which is add-in 
Microsoft Excel spreadsheets is used in solving the proposed model. Multi-objective model is built in the 
spreadsheet environment using the built-in functions.  

A set of problems has been used to examine the model and its effectiveness has been proven. The model has 
been proven through the analysis of results to be successful in reaching the optimal or near-optimal comparing 
to what is obtained for others like LEKIN. 

Many other objectives like maximum tardiness, maximum earliness, and a minimum number of tardy jobs 
can be optimized easily using the proposed model. The proposed model is more flexible than other existing 
software with superior performance and accurate results comparing with what is obtained for others like 
LEKIN. 
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Discussion and analysis of results have proven that the performance of a schedule often involves more than 
one aspect and, therefore requires a multi-objective treatment while single objective treatment has been not 
suitable in recent real life. 
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