
Data Mining Techniques for the Knowledge 
Discovery 

Tarika Verma1, Dr. Chhavi Rana2 
1. Department of Computer Science and Engineering, UIET, 

M.D. University, Rohtak- 124001, Haryana, India 
Email: tarika.verma@yahoo.co.in  

2. Assistant Professor, Department of Computer Science and Engineering, UIET, 
M.D. University, Rohtak - 124001, Haryana, India 

Email: chhavi1jan@yahoo.com 

Abstract: The knowledge discovery process is done using the data mining techniques by transforming the 
raw data from various sources into meaningful patterns and further interpreting those into useful 
information. Various data mining algorithms like K-Means or a Priori may be used for the purpose of 
extraction of meaningful patterns or trends in the given data. This review paper contains various data 
mining techniques in a comprehendible way. 
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I. INTRODUCTION 

Basically, the main goal of knowledge discovery and data mining is to discover the unrevealed information from 
the provided data. This information may further be used for many purposes, depending upon the nature of the 
extraction for the same data sets.   

The hidden facts unveiled by the data mining techniques for instance may be used by a business organization for 
the purpose of increasing the sale of a particular product or for gaining the information regarding the behaviour 
of its customers towards their existing product. Similarly the medical organizations may use the data mining for 
better diagnostics of the known and unknown diseases etc. Also the data mining may be used to find the 
unknown data records for a certain data collection or to correct the erroneous data sets. Defining data mining in 
simple terms, it is used to detect the useful trends or patterns in the given database. 

Data Mining Techniques are the way to achieve the goal of the data mining or we can say to unveil the useful 
hidden facts and patterns in a database. Using these techniques, the database is scanned for the similarities and 
dissimilarities in order to find the relationship between the existing and non existing data objects. [1]Various 
types of data mining techniques are available: 

 Classical Mining Techniques: Association, Classification and Clustering 

 Modern Techniques: Decision Trees, Neural Networks 
II. Classical Mining Techniques 

A. Association 

In association the relation between the various data objects is found and a particular pattern is found out. Hence 
this technique is also known as Relation Data Mining Technique. 

This technique is similar to the analysis which is done by the customers in market basket selection. [2] This helps 
in identifying the frequently bought together products specifically for the prediction of those products which 
will be present if certain other product is present in the basket. Further this information may be used to know 
more about a certain customer. This may help in increasing the sale of the associated products when referred to 
a specific customer. This may thus be said: It is more likely that certain products occur together in the selected 
items in a basket. Thus association rule helps us in predicting the co- occurrence of the certain products. [3] 
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Fig 1. Customers associated to products bought together 

The association rules can be applied only when the data of interest is collectively taken under consideration. It 
can’t be used when the data is in scattered form. As the result of applying the association rules on the given 
collection of data, we get the corresponding pattern in the present data objects or the events. 

B. Classification 

Classification classifies each data item into one of a predefined set of classes or groups. [4]    

For the classification [5]: 

1) Model Construction: The classes or groups are predicted and class labels are specified. Using the 
training data and the classification algorithms, the classes are created 

2) Using Model for Prediction: The unseen data is classified based on the class model.  

The classification model is denoted using classification (or grouping) rules and using decision trees.  

This is a type of supervised learning because the training data sets are firstly given labels which indicate the 
class names and then the unseen data is classified as per the training set. [6] 

C. Clustering 

In clustering the data items with similar properties are divided into clusters or groups. Here we have 
unsupervised learning as the classes are not pre defined as in case of classification technique. 

 
Fig 2.  Clustering [7] 

Clustering causes generalization of items in the sample space and thus the fine details may be lost. But with this 
generalization the simple groups of data objects or items is obtained, thus in spite of the abstraction of finer 
properties, we get, some simple clusters having some feature(s) in common. [8] 
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Fig 3. K-means algorithm output having clustered data and respective centroids for sample data [17], k=3  

In its model it forms the clusters of its data items which correspond to the unseen patterns or features. 

Classification of Clustering Algorithms [9]: 

1) Hierarchical Clustering Methods: Agglomerative Algorithms (The bottom-up approach for making 
clusters) and Divisive Algorithms (The top-down approach for making clusters) 

2) Partitioning Relocation Methods: Probabilistic Clustering Method, K-medoids  Clustering Method and 
K-means Clustering Methods  

In the Hierarchical clustering methods a hierarchical tree of the clusters or groups is formed which is also called 
a dendrogram.  

In the data partitioning algorithms the given data to be clustered is firstly divided into several subsets. Then 
some greedy heuristics is applied iteratively. This gradually increases the quality of clusters finally. [10] 

Practically clustering plays a formidable role in most of the applications of data mining like in text mining, 
medical diagnostics, business purposes and many others. 

III. MODERN MINING TECHNIQUES 

A. Decision trees 

Decision Tree is a “divide-and-conquer” approach, from a given set of self-reliant instances, which give rise to a 
learning problem. In this technique, the root node of the decision tree represents a simple problem statement or a 
condition that has one or more solutions. Each solution then gives rise to a set of problems or conditions that 
guides us to determine the final decision based on it. [11] 

Here all the nodes belonging to a decision tree involve testing of one or more properties, or use some function of 
these properties.[12] Leaf nodes of the decision tree give a classification that applies to all the instances that come 
in the path to reach that particular leaf node. Thus when an unseen instance is tested, it is routed from the root to 
the node on the next tree level according to its properties tested in consecutive nodes, and on reaching a leaf that 
instance is classified as per the classification of the leaf. [13] 

 
Fig 4. Decision tree to show the survival of Titanic passengers ("sibsp" = no. of spouses or siblings aboard) [14] 
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The main advantage of a decision tree is that it is easy to comprehend for users and thus it is used in a vast area 
of data mining applications. Also they state the problem in the form of IF-Then rules and thus making the 
representation meaningful. 

B. Neural Networks 

Neural Networks (NN) is a recognized technology which resembles the Biological Neural network. It consists of 
a basic unit called neuron. There are numerous interconnected neurons that process the information at an 
extremely fast speed.  One neuron is connected with other neuron using a numerical value called weight. The 
total input signal received by a neuron is in the form of combined inputs to that neuron from the other neurons. 

Each neuron receives signals from connected neurons and the combined input signal is calculated. The total 
signal inputted to a neuron j is  

uj = ∑ wij * xi, 

where xi is the input signal from any neuron i and wji is the connection weight between the i and j neurons. [15] 

The neuron is fired only when the combined input is greater than a threshold value. [16] The arrangement of 
neurons is in the form of layers. Basically it contains one input layer, zero or more hidden layer and one output 
layer in its layered network. After defining the network architecture, the network must be trained. For instance, 
in back-propagation networks, a pattern is given to the input layer of the network and a final output of the 
network is calculated at the output layer. The output is compared with the required outcome and the errors are 
propagated backwards by adjusting the connection weights. This process is iterated until we reach an acceptable 
error rate. [17]  

The neural networks may be used for a wide variety of applications. [18] They are used in detecting the credit 
card fraudulent use, clustering, prototype creation, feature extraction and many others. 
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