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ABSTRACT—Disease detection and health monitoring on the plant are very critical issue for sustainable 
agriculture. This paper aims to analyze different methods that are used in image processing techniques to 
detect, classify & quantify plant leaf diseases from digital images. In this paper, the authors evaluate 
mainly in three well regulated manners: first Detection of Leaf Disease, second Classification i.e. 
recognizes the type of disease and the last one is Quantification of Disease i.e. measures the severity of 
Disease. The findings of authors and limitations in each methodology with respect to applications are 
consolidated. Each methodology has its unique way of usefulness apart from its limitations. Most of the 
times some pre-processing technique as enhancement, feature extraction, and noise removal techniques 
need to introduce to detect the leaf disease are compared here. An identification issue deals with 
associating a given input pattern with one of the distinct classes. So, there is various successful machine 
learning and soft computing techniques to classify the disease. Deciding on the method for identification is 
often a difficult task because the quality of the results can be varying for different input data.  The review 
also considers disease severity to predict yield loss and monitoring & forecasting epidemics, for assessing 
crop disease resistance. This review considers leaf disease severity assessment of plant at the scale of 
individual and defines our current understanding of the sources which need some more improvements. 

Keywords-Image processing, Plant leaf disease detection & classification, Quantification of plant leaf disease. 
I. INTRODUCTION 

Plant disease is considered as the most important dilemma all over the world because the economic growth of 
the majority of the developing countries is depends upon the agriculture. So, the crop losses in the developing 
countries like India which run to millions of dollars affect adversely the country economy and nutritional 
standard because almost 70% of the population of Indian depend on it. The condition is all the more critical 
considering the facts that all the affords made by these countries in producing more food grain are vitiated by 
substantive pre-harvest crop losses due to diseases. Crops are often infested by some diseases caused by some 
pathogens including fungi, bacteria, and viruses. So, monitoring of healthy or disease on plant plays an 
important role in the successful cultivation of in the field. In the early days, the monitoring and diagnosis of 
plant disease were done by the expert person in the field is time taking and not reliable method. To overcome 
this problem the agriculture research is going on for developing an automated system for disease detection and 
diagnosis purpose. It is estimated that losses due to plant disease in Georgia (USA), 2007 is approximately 
$539.74 million. Around of 185 million USD was spent on controlling the plant diseases, and the rest is the 
value of damage caused by the diseases. Table 1 is an illustration[1]. 
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Table 1. Summary of yield losses (%) due to different diseases 

Crop Value of damage ($ millions) Cost of Control 

Apple  0.073  0.267 
Blueberry 0.14  2.555 
Bunch Grape 0.112  0.27 
Corn 12.4  0.5 
Cotton 81.7  12.2 
Wheat  0.99  1.8 
Ornamental  41.22  21.2 
Soybean  5.3  1.9 
Peach  0.177  3.19 
Peanut  58.7  41.2 

The research in image processing techniques for detection of plant leaf diseases going on since past decade. 
There are different methods have been proposed to study about plant diseases using image processing 
techniques[2]. The main objective to increase the accuracy by reducing the error which is made by the human 
experts to detect and recognize the plant diseases. Figure 1[3] represents a framework for detection and 
classification of plant leaf diseases.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Framework for detection and classification of plant leaf diseases 

In order to manage plant leaf diseases effectively, there is required to introduce an automatic method of plant 
surveillance that can scrutinize plant condition and apply the knowledge-based solution to detect and classifying 
various diseases. A variety of methodologies has been proposed recently for detection and classification of plant 
diseases from images using machine learning techniques[4]. Since there are challenges of accuracy and 
robustness that need to be at rest to fulfill practical benefits from these techniques. This report presents 
experimental results of plant leaf disease identification and classification using various machines learning 
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techniques. Figure 2 show the basic set up of automated plant leaf disease analysis using, machine learning 
technique. The general system for detection and reorganization of plant leaf disease consist of three main 
components; image analyzer, feature extraction, and classifier. In this step input images of the leaf (diseased & 
healthy) were processed by the image analyzer and certain features are extracted. Then these features are given 
as input to the classifier and along with it the information whether the image is a diseased or healthy leaf. Then 
the classifier finds the relation among the features extracted and possible conclusion above occurrence of the 
disease. Thus the system is trained. 

 
 
    
 
 
 
 
 
 
 
 

Figure 2. Detection and classification of rice leaf diseases 

This report explores, each of the stages involves and represents all the techniques that have been assimilated in 
each stage all research work has been done till date on detection, classification, and quantification of plant leaf 
diseases. Some of the plant leaf diseases, aim to detect, diagnosis and classify in this report is shown in Table 2. 

Table 2.  Detection & Classification of some leaf diseases already has been discussed till date 

    Plant Leaf                           Diseases of Leaf Considered  

        Apple Apple mosaic, Apple rust, and Apple Alternaria leaf spot[5] 

      Cassava Brown leaf spot[6] 
        Citrus Citrus canker[7], [8], [9] 

        Cotton a) Bacterial disease: e.g. Bacterial Blight, Lint Degradation, Crown Gall. 
b) Fungal diseases: e.g. Leaf Spot, Anthracnose. 
c) Viral disease: e.g. Leaf Crumple Leaf Curl, Leaf Roll. 
d) Diseases Due To insects: e.g. White flies Leaf insects[10] 
e) Leaf Crumple, Red Spots[11] 

     Ground Nut iron, zinc and magnesium deficiencies[12] 
           Maize Gray spot & common rust disease[13] 
            Rice Brown-Spot Disease (BSD), Blast Disease (BD), and Narrow Brown-Spot 

Disease (NBSD)[14], [15] 
        Sugarcane Fungi-caused brown spot disease[16] 
          Tomato Tomato Early Blight, Late Blight Septoria Leaf Spot[17] 
            Other Early scorch, Cottony mold, ashen mold, late scorch, tiny whiteness[18] 

II. IMAGE ACQUISITION PHASE 

The leaf images are captured through the camera such as Nikon camera P510[19], Nikon Cool pix L20[20], Nikon 
Cool pix P4[15].This image is stored in RGB (Red, Green & Blue) form. Color transformation of RGB leaf image 
is created and then a device independent color space transform is applied[20]. The light intensity are avoided by 
two methods, 

 Keeping the leaf to be captured in a black box[21]. 
 By placing leaf on a white background with light sources at 45 each side of the leaf to introducing 

better brightness and eliminate reflection[16]. 
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III. IMAGE ENHANCEMENT TECHNIQUE 

The objective of image enhancement is transforming the RGB image to a suitable color space which is device 
independent in nature. Before transforming the input leaf image into suitable color transform, first the acquired 
leaf image will be resized. Then the image will convert to a suitable color space on which the required 
information can be easily extracted more efficiently. 
i. HIS color space: - HIS color space is most popular color transformation technique which used by many 

authors[7], [22], [23] to enhance the consider input image and the required equation for color transformation is 
given below equation 1-3. 

                                H =	 భమ[(ୖିୋ)ା(ୖି)][(ୖିୋ)మା(ୖି)(ୋି)]భమ                                                  (1) 

                                       I = 	 (ୖାୋା)ଷ                                                                 (2) 

                                      	S = 1 − ଷ[୫୧୬	(ୖ,ୋ,](ୖାୋା)                                                     (3) 
ii. Y1Y2 color space: - The captured image can be transformed to Y1 & Y2 representation Qing Yao et al.[14] 

where Y1 & Y2 represented two color functions defines in below equations 4-5. 
                                      Y1 = 2g − r − b                                                        (4) 
                                    Y2 = 2r − g − b                                                         (5) 
Where, R, G, and B represented pixel values of Red, Green and Blue (RGB) color image respectively. 

iii. I1I2I3 color space: - Another option for creation of device independent color space transformation 
structure is I1I2I3 color space can be used by A. Camargo and J.S. Smith[24]. This color space is also 
applied on images of plant leaf and it works very well. 

                                      I1 = 	 (୍(,ౠ)ା୍ృ(,ౠ)ା୍ా(,ౠ))ଷ                                               (6) 

                                      I2 = 	 (୍(,ౠ)ି୍ా(,ౠ))ଶ                                                        (7) 

                                      I3 = 	 ((ଶ∗୍ృ(,ౠ))∑(୍(,ౠ) ∑ ୍ా(,ౠ))ଷ                                        (8) 
iv.  H3ܫ3ܫ color space: - Again by varying the parameter I3 mentioned in above equation (8), another color 

space can be achieved to gather more information[23]. 

                                         H =	 ∗ቀ୍ృ(,ౠ)ି୍ా(,ౠ)ቁ୫୶ି୫୧୬ 		Iୖ(୧,୨) > max൫Iୋ(୧,୨)I(୧,୨)൯ 
                                                 

ଵ଼∗ቀ୍ా(,ౠ)ି୍(,ౠ)ቁ୫୶ି୫୧୬ 		Iୋ(୧,୨) > max൫I(୧,୨)Iୖ(୧,୨)൯               (9) 

                                                
ଷ∗ቀ୍(,ౠ)ି୍ృ(,ౠ)ቁ୫୶ି୫୧୬ 		I(୧,୨) > max൫Iୖ(୧,୨)Iୋ(୧,୨)൯         

                                         I3ୟ = 	 (ቀଶ.ହ∗୍ృ(,ౠ)ቁି୍(,ౠ)ି୍ా(,ౠ)ସ                                              (10) 

                                       I3ୠ = 	 (ቀଶ∗୍ృ(,ౠ)ቁି୍(,ౠ)ି୍ా(,ౠ)ସ                                                  (11)  

                        Where,	I3ୟ = 	 (ቀ୫∗୍ృ(,ౠ)ቁି୍(,ౠ)ି୍ా(,ౠ)ୢୣ , m & de values are to be optimized. mx(i, j) = max൫Iୋ(୧,୨), Iୋ(୧,୨),I(୧,୨)൯ 
                                                mn(i, j) = min൫Iୋ(୧,୨), Iୋ(୧,୨),I(୧,୨)൯ 
v. LAB color space: - ‘L’ ‘*a’ ‘*b’ color space is also very useful color transformation technique to extract 

more information from the image by Piyush Chaudhary et al.[23]. This color space consists of luminosity 
layer ‘L’, chromaticity layer ‘*a’ and ‘*b’, where all the color information is present. This color space is 
very useful for color based image enhancement. 
                                              L = 116f ቀ ଢ଼ଢ଼ቁ − 16                                                (12) 

                                             a∗ = 500(f ቀ ଡ଼ଡ଼ቁ − f ቀ ଢ଼ଢ଼ቁ)                                        (13) 

                                              b∗ = 200(f ቀ ଢ଼ଢ଼ቁ − f ቀ ቁ)                                      (14)  
So, summarization of image enhancement techniques are illustrated below in Table 3. 
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Table 3. Summary of different image enhancement techniques 

          Authors Name Proposed Methodology        Applications 

S. Ananthi and S. Vishnu Varthini (2012) 
P. Kumsawat et al. (2008) 
Min Zhang, Qinggang Meng (2010) 

HIS color space • Grape Leaf 
• Citrus canker 

Qing Yao et al. (2009) Y1Y2 color space • Rice Leaf 

A. Camargo and J.S. Smith (2008) I1I2I3 color space • Cotton Leaf 
• Corn Leaf 
• Banana Leaf 

A. Camargo, J.S. Smith (2008) H3ܫ3ܫ color space • Cotton Leaf 
• Corn Leaf 
• Banana Leaf 

Piyush Chaudhary et al.  (2012) LAB color space • Rice Leaf 
• Soybean Leaf 
• Blueberry Leaf 
• Cotton Leaf 

IV. NOISE REDUCTION TECHNIQUE 

Image de-noising is a very important task in image processing. The techniques generally used to remove 
unnecessary noise from the input leaf image. 
i. Mean Filter: - The mean filter is a simple spatial filter which acts on an image by smoothing it. This filter 

used on Rice[15] leaf images.  
ii. Median Filter: - The Median filter is simple and power non-linear filter which is based on order static, 

whose response is based on the ranking the values of pixel contained in the filter region. So, this method is 
easy to implement for smoothing images. A 3*3 rectangle window is applied on the Rice leaf image[14]. 

iii. Gaussian Filter: - Gaussian filter is used to remove noise and blurring of image. The Gaussian filter is a 
non-uniform low pass filter. It is more effective at smoothing an image. It’s also used on Pomegranate 
leaves[26] for noise removal purpose. 

iv. Anisotropic Diffusion: - The input image is enhanced by the anisotropic technique to preserve the 
information of extracted pixels before extracting leaf color from the background and ‘b*’ components from 
HIS and LAB color space respectively which reduce the effect of illumination[27]. 

v. Morphological Operation: - Morphological operation involves erosion and dilation process. It is a very 
useful noise removal operation which is used on Cassava leaf image[6]. 
So, summarizations of noise reduction techniques are illustrated below in Table 4. 

Table 4. Summary of different noise reduction methods 

          Authors Name Proposed Methodology                 Applications 

S. Phadikar, J. Sil, and A. K. Das (2012) 
Mrunalini R. Badnakhe & Prashant R. 
Deshmukh (2012) 

Mean Filter • Spatial filter 
• Used for smoothing image 

Qing Yao, Zexin Guan et al. (2009) Median Filter • Nonlinear digital filter 
• Used for smoothing image 

Sanjeev S Sannakki et al. (2011) Gaussian Filter • Spatial filter 
• Used to blur images 

Kittipong Powbunthorn, Wanrat 
Abudullakasim and Jintana Unartngam 
(2012) 

Morphological Operation • Nonlinear filter 
• Remove noise 

Mr. V. A. Gulhane & Dr. A. A. Gurjar 
(2011) 

Anisotropic Diffusion • Partial derivatives 
equations (PDE) based de-
noising 

Figure 3 show an example of input image, binary image with noise and noise free binary image of Rice leaf.  
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Figure 3. (a) Input Image, (b) Binary Image with Noise, (c) Binary Image with Noise free of diseased rice leaf 

V. IMAGE SEGMENTATION TECHNIQUE 

Image segmentation is an important step in image analysis. Object recognition, features extraction, pattern 
recognition and many other tasks in image processing can be executed after the image segmentation phase. The 
aim of segmentation is to simplification of the image representation into more meaningful way and it is very 
easier to analysis. Image segmentation is a process, where every pixel presents in an image is assign by a label 
so that same label of pixels shares the visual characteristics. 
i. Otsu’s Method: - It is an optimum global thresholding segmentation method. Otsu’s method defined as a 

weighted sum of variances of the two classes which minimizes the intra-class variance[28]. Otsu’s 
thresholding method operates directly on the gray level image [i.e. 256 number of pixel]. The main idea is 
that, the well threshold classes should be distinct with respect to the intensity value of the pixels and 
conversely, that thresholding giving the best separation between classes in terms of their intensity value. 
Otsu’s method is mostly applied on ‘I’ plane of HIS color space[6]. With few exception, such as the 
application of the method on ‘H’ plane[15] or on all planes in the transformed color space[14]. Also, Otsu’s 
method is applied to Y1 &Y2 color space representation[14] of the color leaf image of the rice crop. 

ii. K-Means Clustering Method: - K-Means algorithm is a numerical, iterative, unsupervised, and 
nondeterministic method. K-Means clustering algorithm is based upon the index of similarities or 
dissimilarities between pairs of the data component. In this clustering process, data is clustered iteratively by 
computing intensity for each group and by classifying each pixel in the class with the closest pixel the image 
has been segmented. K-Means clustering is used to segment the leaf image into cluster such one[20] or more 
than one cluster contain the disease[29], [30]. 

iii. Local Entropy Based Thresholding Method: - Local entropy in information theory[31] represents the variance 
local region and catches the natural properties of the transition region. Transition region locates between the 
object and background. Transition region has certain width whether step edge or nonstop-edge. Transition 
regions around nonstop-edges have a certain number of pixel’s width and step edges have at least one pixel’s 
width.  

iv. Neural Network Based Method: - In neural network based image segmentation, first the image is converted 
into energy minimization and then the neural network has been trained with training sample set in order to 
determine the weights and connection between the nodes. Various kind of neural network are used for image 
segmentation are BPNN (Back Propagation Neural Network), FFNN (Feed Forward Neural Network), MLP 
(Multi Layer Perceptron), SOFM (Self Organized Feature Map). The unsupervised SOFM network and Back 
Propagation neural network is applied to extract leaf color from the diseased part of the image. The approach 
has been applied for segmentation of leaf images of cotton[10] and grape[23]. 
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So, summarizations of image segmentation techniques are illustrated below in Table 5. 
Table 5. Summary of different image segmentation techniques 

Authors Name Proposed Methodology Advantages Disadvantages 

Qing Yao, Zexin Guan et al. 
(2009) 
S. Phadikar, J. Sil, and A. K. Das 
(2012) 
 Kittipong Powbunthorn, Wanrat 
Abudullakasim et al. (2012) 

Otsu’s Method Simple to implement. Otsu algorithm fails 
when the global 
distribution occurs. 

S. Bani-Ahmad, M. Reyalat et al. 
(2011) 

Local Entropy Based 
Thresholding Method 

Applied on histogram Two images with 
same image 
histogram yields 
same threshold but in 
practice this is not 
correct.  

Sanjeev S Sannakki et al. (2011) 
Dheeb Al Bashish, Malik Braik, 
and Sulieman Bani-Ahmad (2010) 

K-Means Clustering 
Method 

Easily detection and 
implementation.  

Needs to define the 
value of cluster i.e. K 

P. Kumsawat et al. (2008) 
Mr. V. A. Gulhane & Dr. A. A. 
Gurjar (2011) 

Neural Network Based 
Method 

Use training data to 
solve complex 
problem and easily 
detect errors.  

Training process 
consumes more time 
and it required over 
training. 

VI. FEATURE EXTRACTION TECHNIQUES 

Feature extraction is an important step in image classification. It allows to represent the content of the image as 
perfect as possible. In feature extraction, phase features contain the segmented image has been extracted on the 
basis of their color, shape & texture[32]. Some feature extraction techniques used for plant leaf diseases is 
discussed in below. 
i. Texture Based Feature Extraction: - GLCM (Gray Level Co-occurrences Matrix) is good texture-based 

feature extraction method which is more efficient to extract statistical based feature more efficiently. These 
spatial features are indicating pixel relationship based on gray scale intensity and orientation. Formulas of all 
statistical features (equations 15-22) are discussed below[33], [34]. 

)݊݅ݐ݈ܽ݁ݎܥ       ଵ݂) = 	 ∑ ∑ ()(,)ିఓೣഋೕ ఙೣఙ                                               (15) 

)ݕݎݐ݊ܧ       ଶ݂) = ∑ ∑ ,݅) ݆)log	((݅, ݆)) 	                                       (16) 
)݁ܿ݊ܽ݅ݎܸܽ       ଷ݂) = ∑ ∑ (݅ − ,݅)ଶ(ߤ ݆)                                             (17) 

)ݕݐ݅݊݅݃݉ܪ      ସ݂) = 	∑ ,ೕଵା(ି)మேିଵ,ୀ                                                  (18) 

)ݐ݊݁݉ܯ	݀݊ܿ݁ܵ	ݎ݈ܽݑ݃݊ܣ      ହ݂) = 		∑ ଶேିଵ,ୀ()                             (19) 

)ݐݏܽݎݐ݊ܥ       ݂) = ∑ ݅) − ݆)ଶேିଵ,ୀ                                                  (20) 

)ݕ݃ݎ݁݊ܧ       ݂) = 	∑ ଶேିଵ,ୀ()                                                            (21) 

଼݂)݊ܽ݁ܯ       ) = 	∑ ேିଵ,ୀ݅                                                                  (22) 
Bindushree H. B., Dr. Sivasankari G. G.[35] used texture-based features extraction method to describe the plant 
leaf diseases.  
ii. Shape Based Feature Extraction: - The area (A) and perimeter (P) of disease spots were calculated from the 

binary image of disease spot. The minimum enclosing rectangle (MER) of a diseased spot was obtained by 
the method of rotating an image with same angle. The long axis length and short axis length of MER 
represented the length (l) and width (w) of the diseased spot. The shape feature including rectangularity, 
compactness, elongation, and roundness were calculated using area, perimeter, MER, of the diseased spot 
found in rice leaf image by Qing Yao et al.[14]. Lesion shape and lesion color feature of disease spot has also 
been used in the detection of disease in paddy leaves. A method is discussed to calculated percentage of 
diseased infected area[6], [29] below, 
 Percentage of disease infected area (PI): - In shape feature extraction, the percentage of leaf area can be 

calculated. Percentage of infected area can be calculated by using the equation (23), 
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ܫܲ                                     = 	  ∗ 100                                       (23) 

          Where ܣௗ = Diseased Area, ܣ௧ = Total Area 
iii. Color-Based Feature Extraction: - In order to extract the feature based on color, color moment method, color 

co-occurrence method is a most popular method to extract the feature of an image on the basis of its color. In 
Color Moment Method first, the RGB color space is converted to a suitable color space like HIS color space 
where the color features are extracted more efficiently. Then, consider 3 color moments where moment 1 is 
for mean, moment 2 is for standard deviation, moment 3 is for skewness for each plane[36].These 9 color 
moments feature vector has been used for characterizing Tomato[17], Maize[13], Apple[5], and Cotton[10] leaf 
images. 

iv. Other Feature Extraction Method: - There is a different kind of feature extraction method found in image 
processing like they are a combination of two feature extraction techniques like color & texture, texture & 
shape, shape & color[48]. 

 Color Co-occurrence Method: - In this feature extraction method, both color and texture of an image have 
considered. Malik Barik et al.[18] used this feature extraction method to describe the image more perfectly. 
The CCM texture analysis technique was developed through the use of spatial gray level dependence 
matrices or called as SDGM (Spatial Domain Gray-level Matrix). 

 Discrete Wavelength Transform: - Wavelet Transform decomposes the signal into some basic functions 
known as wavelets. The capability for multi-resolution analysis wavelet transform can be used for analyzing 
details of an image at various scales. Detail components contain information of diagonal, vertical, and 
horizontal sub-band of the image [37]. This information can be extracted by using high-pass and low-pass 
filter[38]. 

 Discrete Cosine Transform: - DCT is a frequency domain method that is helpful in finding energy at various 
spectral sub-bands (blocks) of the image. The local DCT method uses a range of 2-dimensional DCT to 
construct a feature vector of an image. The main advantage of this method is its efficiency. In transforming 
the spatial domain into the frequency domain, blocked DCT is used in which transformation is performed in 
an efficient manner. Secondly, DCT works with entirely real-valued components, in term of image 
compression. DCT has good de-correlation and energy compaction characteristics. 

      So, summarizations of feature extraction techniques are illustrated below in Table 6. 
Table 6. Summary of different feature extraction techniques 

          Authors Name Proposed Methodology Used Technique 

Dr. Sivasankari G. G. & Bindushree H. B. (2015) Texture Based Feature Extraction GLCM 

Qing Yao, Zexin Guan et al. (2009) Shape Based Feature Extraction MER 

Patil J. K. and Raj Kumar (2012) 
Mr. V. A. Gulhane, Dr. A. A. Gurjar (2011) 
Jayamala K. Patil, Raj Kumar (2011) 
 Jie TIAN, Qiuxia HU (2012)  

Color-Based Feature Extraction CMM 

 Dheeb Al Bashish, Malik Braik et al. (2010) 
Asma Akhtar, Aasia Khanum et al. (2013) 
 Nawazish Naveed et al. (2011) 

Other Feature Extraction Method CCM 
SDGM 
DWT 
DCT 

VII. CLASSIFICATION TECHNIQUES 

Image classification is one of the most complex steps in image processing and also it is an important process in 
pattern recognition. For classification phase, different kind of machine learning techniques is used to assign a 
class to a set of unclassified data. The percentage of accuracy in pattern recognition was described by the 
classification process. 
i. K-Nearest Neighbour (KNN): - The K-Nearest Neighbour is a kind of classifier which can train and test data 

at the same time. KNN classifier is instance based classified that performs classification of unknown 
instances by relating unknown to known by using distance or similarities function. It takes K nearest point 
and then assigns a class of majorities to the unknown instance[37]. 

ii. Support Vector Machine (SVM): - Support Vector Machine is mostly used machine learning technique 
basically used for classification process. SVM is a kernel based classifier; initially, it was implemented for 
linear separation which has able to classify data into two classes only. SVM has been used for several 
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realistic problems such as face recognition[40], cancer diagnosis[41]. Multiclass SVM is deployed for grape 
leaf[23] disease classification. 

iii. Naïve Bayes Classifier: - Navies Bayes Classifier is usually known as a statistical classifier. Its foundation is 
on Bayes’ theorem and uses probabilistic analysis for classification. Naïve Bayesian Classifier gives more 
accurate results in a less computational time when applied to the large dataset[39]. 

iv. Decision Tree: - Decision Tree classifiers are being successfully used in many areas including speech 
recognition, medical diagnosis, character recognition etc. Decision tree classifiers have the ability to convert 
the complex decision into understandable and easy decisions[42]. 

v. Recurrent Neural Network (RNN): - The Recurrent Neural Network includes feedback connection. In 
contrast to feed-forward networks, the dynamical properties are more significant. The neural network has 
evolvement within a constant state and the activation values of any units do not change anymore. But some 
exceptions are also found like according to required scenario, it is important to change the activation value of 
the resultant or output neurons[43]. BPNN (Back Propagation Neural Network), FFNN (Feed Forward Neural 
Network) are a most common example of Recurrent Neural Network.   Neural Network is also deployed for 
leaf disease classification[47]. 

Table 7.  Summary of different classification technique 

Authors Name Proposed Methodology Advantages Disadvantages 

 Mohammed J. 
Islam et al. (2007) 

K-Nearest Neighbour 
(KNN) 

i) Low cost and effort 
for  learning process. 
 

i) Computationally expensive to 
find the K neighbours when 
sample dataset is large. 
ii) Performance depends on the 
number of dimensions. 

Asma Akhtar et al. 
(2013) 

Naïve Bayes Classifier i) Conceptually very 
easy to understand.  

i) Class conditional 
independence, therefore loss of 
accuracy. 
ii) Practically, dependencies 
exists among variables. 

P. Kumsawat et al. 
(2008) 

Support Vector Machine 
(SVM) 

i) Reduced 
computational 
complexity. 

i) Training is time consuming. 
ii) Structure is difficult 
to understand. 
iii) Accuracy may depend on the 
number of classes. 

Mohamed Aly 
(2005) 

Decision Tree i) No extensive design 
and training. 

ii) Reduced 
computational time. 
 

i) Complex calculation. 
ii) Accuracy depends 
      fully on feature  
      selection. 

Pearl Mutter (1990) Recurrent Neural 
Network (RNN) 

i) Handles noisy 
input. 

ii) Self adaptive 
technique. 

i) Training is time taking. 
ii) Difficult to handle 
  network  architecture. 

So, summarizations of different classification techniques are illustrated below in Table 7. 
The following graph shows the summary of the literature survey based on the year of publication with accuracy 
Graph-1 and classification tool used with accuracy Graph-2.  
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Graph 1- Comparison of year of publication with Accuracy Names of the Classifier 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Graph 2- Comparison of Names of the Classifier with Accuracy of that Classifier 

VIII. QUANTIFICATION TECHNIQUES 

By the use of different quantification technique, the severity of disease found on leaves can be evaluated. It is 
also very important part of disease detection using image processing techniques.  
i. Juhua Luo et al.[44], the severity of the disease can be measured by the Canopy Spectral Data Analysis. The 

canopy spectral measurements were taken by the ASD field spec pro spectrometer fitted with 25 field of 
view fiber optics. Simultaneously the disease index is measured by using equation (24) given below, 
(%)ܫܦ                                              = 	∑(௫∗)∗∑ ∗ 100                                (24) 
Where ‘f’ is the total number of leaves of each degree of disease severity, ‘x’ is incidence level and ‘n’ is the 
light incidence level. 

ii. Rashedul Islam, Md. Rafiqul Islam[45], they proposed a method to measure the severity of disease found on 
paddy leaf. First, the input leaf image is segmented using K-Means segmentation, then the cluster contains 
healthy and diseased portion will be converted to a binary image. From that binary image, white pixel 
contains by the both cluster has been calculated because that white pixel will help to calculate a number of 
pixels affected by the leaf disease. The percentage of the infected pixel can be calculated by equation (25). 
                                         ܲ(%) = 	௪ೌ ∗ 100                                         (25) 
Where ݓ = Total number of white pixels in the affected region of leaf, ܲ = Total pixel of the leaf area 

iii. Wanrat Abudullakasim et al. suggest a digital image analysis technique measure the severity of brown spot 
leaf disease found cassava crop[6]. Jimita Bhagel and Prashant Jain also used this method to measure the 
severity of leaf disease found[49]. According to their developed prototype, the input RGB leaf image is 
converted to HIS color space, and then the infected pixels are extracted from the healthy portion of Hue 
image on basis of hue difference. After that percentage of disease severity has been measured by the help the 
equation (26). 

ܫܲ                                       = 	  ∗ 100                                       (26) 

          Where ܣௗ = Diseased Area, ܣௗ = Total Area 
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iv.  Sumeet S. Nisale et al.[12], develop an algorithm to measure the leaf disease severity due to mineral 
deficiency found on Groundnut plant. First find the stages of deficiencies and then gradually geometric 
moment algorithm apply to each leaf. This data can be used by the device to tell the type and stage of 
deficiency of the leaf being tested. This shows better result and minimizes the need for complex algorithms 
like texture analysis or shape analysis. 

v. C. H. Bock, G. H. Poole et al.[46], approach measurement of disease severity using hyperspectral imaging 
technique. This technique is also known as imaging spectroscopy, is a technology has received broad in 
agriculture research. HS imaging creates a large amount of data order of hundreds Mb per image which 
contains by hypercube. Then image pre-processing will take place. After the completion of this phase, the 
data can proceed. Although analysis of data may take many forms, one of the most common techniques is to 
classify the image pixels on the basis of statistical similarities. This is referred as supervised classification. 

vi. Sanjay B. Patil et al. also used Triangle method of the thresholding to measure the severity of brown spot 
leaf disease found sugar cane crop[16]. The disease severity of the plant leaves is measured by the lesion area 
and leaf area ratio. Using image processing method it can be expressed as below, 

                               ܵ = 	                                        (27) 

Where ܣௗ = Diseased Leaf Area, ܣ = Total Leaf Area 
So, summarizations of quantification techniques are illustrated below in Table 8. 

Table 8. Summary of different quantification methods 

          Authors Name    Proposed Methodology          Applications 

Juhua Luo et al. (2014) Canopy Spectral Data 
Analysis 

The current analysis detected middle-stage disease 
in the crops, which leaves a need for discovering 
methods for detecting and recognizing disease in the 
earliest stages. 

 Rashedul Islam, Md. 
Rafiqul Islam (2015) 

Pixel Calculation The proposed method is only experimented on 
disease in the paddy crops. Need to develop a 
common system to measure disease severity of the 
leaves of other crops. 

Wanrat Abudullakasim 
et al. (2012) 

Area Diagram Key This technique was developed to identify severity of 
brown leaf spot disease. 

Sumeet S. Nisale et al. 
(2011) 

Geometric Moment 
Algorithm 

Technique design for diagnosis of deficiencies in the 
mineral levels affecting a groundnut plant. 

C. H. Bock, G. H. 
Poole et al. (2010) 

Hyperspectral Imaging 
Technique 

Still a new technology not fully tested or adapted to 
the needs of plant disease severity assessment. 
 Not established how to deal with multiple diseases 
but offer more possibilities. 

IX. CONCLUSION 

Detection and diagnosis of disease is the most important tasks in image processing. So, this paper represents an 
approach taken by researchers for detection and recognition of plant leaf diseases which is illustrated below in 
Table 9. In   this survey paper has briefly explained the various techniques used for the purpose of detection and 
diagnosis including advantages and disadvantages. Among all these different techniques best techniques will be 
analyzed who have the maximum benefits. But in spite of the maximum benefits every technique has certain 
limitations like variety of methods have been developed; there is still no general method or common system 
which is suitable for detection and diagnosis any type of disease. So to overcome the drawback of different 
techniques fusion of different techniques is a good idea. 
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Table 9. Summarization of studies on plant disease recognition & classification using image processing & soft computing techniques 

Plant Disease/Deficiency Device used for 
Image Acquisition 

Methods used for 
Recognition/ 

Classification/ 
Quantification 

Authors  
& Year 

Rice Brown-Spot Disease (BSD), 
Blast Disease (BD), and 
Narrow Brown-Spot Disease 
(NBSD) [2] 

CCD color camera 
(Nikon D80) 

GLCM, SVM Qing Yao (2009) 

Apple Apple mosaic, Apple rust, and 
Apple Alternaria leaf spot 

Canon IXUS850 IS KPCA, GA-SVM Jie Tian (2012) 

Cassava Brown leaf spot  Digital camera 
(IXY55 model) 

Otsu’s method Kittipong 
Powbunthorn 
(2012) 

Citrus Citrus canker N/A Local LBPH,  Ada 
Boost Classifier 

Min Zhang 
(2010) 

Cotton Bacterial disease, 
Fungal diseases, 
Viral disease 

N/A SOFM, GA Mr. Viraj A. 
Gulhane (2011) 

Ground Nut iron, zinc and magnesium 
deficiencies  

N/A Geometric Moments Sumeet S. Nisale 
(2011) 

Maize Gray spot & common rust 
disease  

N/A Histogram Moments 
& CCM 

Patil J.K. (2012) 

Cotton Leaf Crumple, Red Spots  N/A Eigen Spectrum 
Modeling 

Viraj A. Gulhane 
(2012) 

Rice Brown-Spot Disease, Blast 
Disease  

Nikon COOLPIX 
P4 

Morphological 
Operations, SVM 

S. Phadikar 
(2012) 

Sugarcane Brown spot disease  N/A Triangle 
Thresholding Method 

Sanjay B. Patil  
(2011) 

Tomato Tomato Early Blight, Late 
Blight Septoria Leaf Spot 

N/A Color moments Jayamala K. Patil 
(2011) 

Rose, bean, 
lemon and 
banana 
leaves  

   

 

Early scorch,  
Yellow spots, brown spots and 
late scorch 

Common Digital 
Camera 

SVM Arivazhagan et 
al. (2013) 

Cucumber     
 

N/A N/A Support Vector 
Machine 

Youwen et al. 
(2008) 

Grape    
    

 

Stripe rust and leaf rust Common Digital 
Camera 

CCM and NN  
 

Sannakki et al. 
(2013) 

Oil Palm 
Plant  

    
 

Nutrient deficiencies Camera Lumix-
LX5 Panasonic 

Fuzzy classifier Hirudin et al. 
(2011) 
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