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Abstract— In our present work, we propose a nature inspired population based speech enhancement 
technique to find the dynamic threshold value using Teaching-Learning Based Optimization (TLBO) 
algorithm by using shift invariant property of dual tree complex wavelet transform (DT-CWT). The 
performance of these proposed methods are evaluated in terms of Perceptual Evaluation of Speech 
Quality (PESQ) and Peak Signal to Noise Ratio (PSNR). Speech quality of different speech waves are 
compared for two level wavelet packet decomposition and dual tree wavelet transform using soft 
threshold. The speech qualities of the waves are better than the other available articles in the literature. 
Keyword- Speech enhancement, Dual tree complex wavelet transform, Teaching-Learning-based optimization, 
Perceptual Evaluation of Speech Quality  

I. INTRODUCTION 

In many speech related systems, the original speech signal is contaminated with some interference sources. The 
interference source, i.e the noise signal degrades the quality of the original speech. The speech signal is affected 
by wide-band noise in the form of white or colored noise and a period noise such as hum noise. The most 
common type of noise in communication channels is the additive wide band Gaussian noise. Speech 
enhancement aims at improving the performance of speech communication systems in noisy environments. 
Speech enhancement may be applied, for example, to a mobile radio communication system, a speech 
recognition system, a set of low quality recordings, or to improve the performance of aids for the hearing 
impaired. Several methods [1]-[6] have been proposed in the literature for the enhancement of degraded speech. 
A majority of these methods can be grouped into spectral processing and temporal processing methods. In the 
spectral processing methods, degraded speech is processed in the frequency domain mostly using Fourier 
transform for achieving speech enhancement. In the temporal processing methods, the processing is done in the 
time domain.  Most speech enhancement methods improve the quality of the signal but degrade its intelligibility 
of the speech. Performance measures like PSNR and PESQ are widely used as the performance of the evolution 
criterion. For elimination of the Gaussian back ground noise in the communication channels, we have been 
implementing adaptive thresholding technique using TLBO optimization.  

The TLBO algorithm [7]-[9] is a global optimization, population based iterative learning mechanism that 
exhibits some common characteristics with other evolutionary computation (EC) techniques like (GA) [10], 
Particle Swarm Optimization (PSO) [11], Differential Evolution (DE) [12], and Artificial Bee Colony (ABC) 
[13]. The TLBO algorithm does not require any algorithm-specific control parameters like mutation and 
crossover as in genetic algorithm. The TLBO methods provide the learning mechanism in adaptive models.  

The organization of this paper is as follows. Section II presents speech de-nosing using wavelet thresholding. 
Section III discusses introduction of TLBO algorithm, Section IV discusses the proposed method of 
implementation. The simulation results and comparisons are given in section V. Finally the paper concludes with 
section VI. 

II. SPEECH DE-NOISING USING WAVELET THRESHOLDING 

The Fourier transform is the basic tool in frequency domain approach. Short time Fourier transform (STFT) [14] 
provides one of many ways to generate a time frequency analysis of signals. However, fixed time-frequency 
resolution of the STFT poses a serious constraint because the width of the window function is fixed. A variable 
window size is required to represent signals at different resolution. Another linear transform that provides such a 
time frequency analysis is known as continuous wavelet transform (CWT). This CWT gives a window function 
whose width increase in time while resolving the low-frequency contents, and decreases in time while resolving 
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the high-frequency contents of a signal, which leads to good time-frequency resolution. The CWT of a 

function 2)( Ltf  with respect to some analyzing wavelet  is given by [15] 
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The parameters b  and a  in (1) are the translation and dilation (scaling) parameters respectively. The 

normalization factor 
a

1
is included so that  ab, . The expression of the inverse transform is to 

reconstruct the original function from its integral wavelet transform is given by  
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where, C is a constant that depends on the selection of the wavelet and is given by  
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The condition above is known as the admissibility condition, restricts the class of functions like wavelets. 
Finding inverse wavelet transformation for synthesizing the original signal in (3) is quite cumbersome because it 
involves a two dimensional integration over the scale parameter a  and the translation parameter b . If we 

consider scale parameter a  to be of the form s2 and translation parameter b of the form sk 2 , 

where sk , , with these values of a and b , the discrete form of integral in (1) representation is known as 

discrete wavelet transform (DWT).  
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Let us consider the discrete function )(nfm which is delayed by m samples represented 

as )()( mnfnfm  , and then its DWT is computed as given in (6). The important observation from (5)-(6) 

is that the DWT of a function shifted in time is quite different from the DWT of the original function. Therefore, 
the DWT transform is shift variant transformation. The wavelet transform can be regarded as a bank of band-
pass filters with constant Q factor. The advantage of using variable size windows for different frequency bands 
is seen in the wavelet analysis. 
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The wavelet analysis has a distinct ability to detect local features of the signal in both time and frequency, such 
as the plosive fine structures of the speech and other transient, instantaneous and dynamic speech components 
that contribute significantly to the quality of the speech. Therefore, wavelet transform can provide an 
appropriate model of speech signal for de-noising applications. One popular technique for wavelet based signal 
enhancement is the wavelet shrinkage algorithm [16]. Wavelet shrinkage is a simple de-noising method based 
on the thresholding of the wavelet coefficients. The estimate threshold defines the limit between the wavelet 
coefficients of the noise and those of the target signal. However, it is not always possible to separate the 
components corresponding to the target signal from those of noise by simple thresholding. Applying 
thresholding uniformly to all wavelet coefficients not only suppress additional noise but also some speech 
components like unvoiced ones which leads to the loss of perceptual quality of the filtered speech. In order to 
improve perceptual speech quality various thresholding and estimation techniques [17] have been proposed.  
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Assuming that )(ns  represents the clean speech with finite duration, )(nx  stands for the speech corrupted by 

white Gaussian noise )(nn  is having zero mean and variance 2 is shown in (7) and corresponding wavelet 

domain representations is shown in (8)  

)()()( nnnsnx         (7) 

NSX         (8) 

If W  denotes a wavelet transform matrix, (8) represents wavelet coefficients, where sX WSWX  , , and 

nWN  are noisy speech, original speech and noise wavelet coefficients respectively. The de-noised signal 

Ŝ is obtained by soft thresholding noisy wavelet coefficients which can be represented as  

),(ˆ TXTHRS         (9) 

where (.)THR denotes a thresholding function and T denotes the threshold value. Thresholding of coefficients 

can be in done in many ways. However there are two popular versions known as hard thresholding and soft 
thresholding. Hard thresholding sets any wavelet coefficient whose absolute value is less than or equal to 
threshold is to zero while the others are kept unchanged. 
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The soft thresholding is similar to the hard thresholding except that it either shrinks or kills (set to zero) 
coefficients based on the threshold condition given below. 
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The Donoho [18] showed that when noise dominates the observed data, the universal threshold method performs 
well and when the underlying signal dominates the observed data, the SURE method [19] performs better than 
universal Threshold method. Donoho and Johanstone [16] proposed the universal threshold value as  

)log(2 N  and standard deviation 6745.0/MAD . MAD denotes the absolute median value on the 

first scale of the detailed wavelet coefficients and N  is the length of the noisy signal. Shima [20], obtained 
threshold value basing upon the symmetric Kullback- Leibler divergence between the probability distributions 
of noise wavelet coefficients and noisy speech and finally obtained the improved threshold value using the 
segment Signal to Noise Ratio. 

It can be observed that the soft thresholding method removes more noise components than the hard thresholding 
method which leads the signal degradation to higher range. So, an appropriate thresholding technique is to be 
selected for optimal enhancement of speech signals.  Besides this, some other thresholding techniques like 
Stein’s unbiased estimate selection rule, Heuristic threshold selection rule and Minimax performance threshold 
selection rule has been used in normal practice. 

A. The Dual Tree Complex Wavelet Transform (DT-CWT) 

The wavelet transform suffers from four fundamental shortcomings namely oscillations, shift variance, aliasing 
and lack of directionality [21]. The DT-CWT is a recent enhancement to the DWT with complex valued scaling 

function )(tc and complex valued wavelet function )(tc  which can be represented as 

)()()( tjtt irc          (12) 

)()()( tjtt irc         (13) 

where, )(tr  and )(tr are real and even function of t  and )(ti and )(ti are imaginary and odd function 

of t . However, )(tr and )(ti  form a Hilbert transform pair for wavelet function and similarly )(tr and 

)(ti  
form Hilbert transform for scaling function. Hence, )(tc  and )(tc are both analytic signal and 

supported on only one half of the frequency axis. The DT-CWT introduced by Kingsbury, it consists of two real 
discrete wavelet transforms. The first DWT gives the real part of the transform while the second DWT gives the 
imaginary part. The two real DWTs use two different sets of perfect reconstruction (PR) filter which are jointly 
designed so that the overall transform is approximately analytic. The analysis filter banks used to implement 
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DT-CWT of a signal )(nx  is shown in Fig. 1 [21]. The two real wavelet transforms use two different sets of 

filters, with each satisfying the PR conditions. The two sets of filters are jointly designed so that the overall 

transform is approximately analytic. The filters )(),( 10 nhnh denote the low-pass and high-pass conjugate 

quadrature filter (CQF) pair for the upper bank. The autocorrelation of the filter can be expressed as 
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Similarly, the filters )(),( 10 ngng form another CQF pair which denotes the low-pass and high –pass filters 

respectively for the lower filter bank. The DT-CWT of an input real vector X can be represented by the 
rectangular matrix given below 
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Let XFw hh  and XFw gg   represents real part and imaginary part of the DT-CWT then 

gh jww  represents complex dual tree wavelet coefficients.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Filter bank of Two Level Dual Tree Complex Wavelet Transform 

III. INTRODUCTION OF TLBO ALGORITHM  

In this paper, we have adapted TLBO algorithm shown in Fig. 2 [7] to find the better threshold value in different 
scales of DT-CWT. The algorithm is based upon two phases like teacher phase and learner phase. 

A. Teacher phase 

In the teacher phase of the algorithm the knowledge flow is from the teacher to the learners. During the teacher 
phase a teacher tries to increase the mean result of the entire class in the subject taught by him or her depending 
on his or her skills and knowledge. In the beginning of the algorithm let say 

jM be the mean of each subject and 

iT be the teacher i.e most learned person at any iteration. Now teacher 
iT  will improve existing mean jM  

based on his skills and knowledge so that the new mean will be designated as newM . The difference between the 

new mean and existing mean is given as  

)(_ jFnewii MTMrMeanDifference         (17) 

where ir is the random number which takes the values in the range 0 and 1, FT  known as teaching factor, it is 

not a parameter of TLBO algorithm. The value of FT  is not specified in the beginning of the execution of the 
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algorithm. The value of FT  is randomly selected by the algorithm itself with equal probability using the 

equation (18). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         
                  
          
 
                  
 
 
 
         
 
 
                
 
 
 
                  
 
 
          
 
 
 
          
 
 
 
       
 
 

Fig. 2. Flowchart of TLBO algorithm. 
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)]1,0(1[ randroundTF           (18) 

From (18), it is concluded that the teaching factor value )( FT is in between 1 and 2. Based on 

the MeanDifference _ , the existing solution is updated in the teacher phase using the equation given below 

iioldinew MeanDifferencXX _,,       (19) 

where inewX , is the updated solution value of existing solution ioldX , . Accept inewX ,  if it gives better fitness 

value. At the end of the teacher phase all the accepted function values are stored and these values become the 
input to the learner phase. The learner influence and knowledge depends on the outcome of the teacher phase. 

B. Learner Phase 

 It is the second part of the TLBO algorithm where Learners increase their knowledge through interaction 
among themselves. A learner interacts randomly with other learners to improve his or her knowledge. A learner 
can enhance their knowledge and able to learn new things if the other learner has more knowledge than him or 
her. Mathematically, the learning phenomenon of this learning phase is expressed below. At any iteration i  , 

consider two different learners iX  and jX where ji   

),(,, jiiioldinew XXrXX  if )()( ji XFXF     (20) 

),(,, ijiioldinew XXrXX  if )()( ij XFXF 
   

(21) 

where, )(),( ji XFXF are known as the learners knowledge or fitness value of the learners iX  and jX  

respectively. 

IV. PROPOSED METHOD OF IMPLEMENTATION 

Different speech de-noising simulations have been carried out to verify the de-noising performance of the 
speech signal using TLBO algorithm. In these simulations, original speech signals from NOIZEUS speech 
database were considered. The input PSNR of 8.3 dB and 10 dB are added to the original speech signals to 
conduct two different simulations. The training process to achieve the optimized threshold value is shown in Fig. 
3. The two threshold values obtained from the training process is used as the input to de-noise speech signals 
corrupted with input PSNR of 8.3 dB and 10 dB is shown in Fig. 4. 

A. Implementation of TLBO: Training:   

Step 1: Clean speeches from ‘sp_1.wav’ to ‘sp_10.wav’ were taken from the database.  

Step 2: Noisy input signals are generated by adding input PSNR of 8.39dB and 10dB. 

Step 3: Populations taken as 30 learners and two subjects are considered as design variables and 100 iterations 
were considered to train with TLBO algorithm.  

Step 4: Each noisy speech signal is decomposed using two level DT-CWT whose analysis and synthesis filter 
coefficients have shown in Table I & II respectively. The inverse DT-CWT can be found after soft thresholding 
details wavelet coefficients by using (11). 

Step 5: PESQ is selected as fitness function and the value is measured between corresponding de-noised and 
original signal of all the ten speech signals. The mean PESQ value of all ten signals is considered as fitness 
function to be maximized. 

Step 6: Iterations 100 were conducted to get optimized threshold. 
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TABLE I Analysis dual tree complex wavelet coefficients 

First Stage Real 
Coefficients 

First Stage Complex 
Coefficients 

Second Stage Real 
Coefficients 

Second Stage 
Complex 

Coefficients 

LPF HPF LPF HPF LPF HPF LPF HPF 

0 0 0.011227 0 0.035164 0 0 -0.03516 

-0.08839 -0.01123 0.011227 0 0 0 0 0 

0.088388 0.011227 -0.08839 -0.08839 -0.08833 -0.1143 -0.1143 0.088329 

0.69588 0.088388 0.088388 -0.08839 0.23389 0 0 0.23389 

0.69588 0.088388 0.69588 0.69588 0.760272 0.587518 0.587518 -0.76027 

0.088388 -0.69588 0.69588 -0.69588 0.587518 -0.76027 0.760272 0.587518 

-0.08839 0.69588 0.088388 0.088388 0 0.23389 0.23389 0 

0.011227 -0.08839 -0.08839 0.088388 -0.1143 0.088329 -0.08833 -0.1143 

0.011227 -0.08839 0 0.011227 0 0 0 0 

0 0 0 -0.01123 0 -0.03516 0.035164 0 

TABLE II Synthesis dual tree complex wavelet coefficients 

First Stage Real 
Coefficients 

First Stage Complex 
Coefficients 

Second Stage Real 
Coefficients 

Second Stage 
Complex Coefficients 

LPF HPF LPF HPF LPF HPF LPF HPF 

0 0 0 -0.01123 0 -0.03516 0.035164 0 

0.011227 -0.08839 0 0.011227 0 0 0 0 

0.011227 -0.08839 -0.08839 0.088388 -0.1143 0.088329 -0.08833 -0.1143 

-0.08839 0.69588 0.088388 0.088388 0 0.23389 0.23389 0 

0.088388 -0.69588 0.69588 -0.69588 0.587518 -0.76027 0.760272 0.587518 

0.69588 0.088388 0.69588 0.69588 0.760272 0.587518 0.587518 -0.76027 

0.69588 0.088388 0.088388 -0.08839 0.23389 0 0 0.23389 

0.088388 0.011227 -0.08839 -0.08839 -0.08833 -0.1143 -0.1143 0.088329 

-0.08839 -0.01123 0.011227 0 0 0 0 0 

0 0 0.011227 0 0.035164 0 0 -0.03516 
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Fig 3: Architecture of proposed speech de-noising system for training 

B. De-noising of speech signals: Testing  

Step 1: Noisy speech signals ‘sp_11.wav’ to ‘sp_20.wav’ are generated by considering input PSNR of 8.39dB 
and 10dB. 

Step 2: The obtained optimum threshold values from the training process are used to de-noise the noisy speech 
signals using two level DT-CWT by soft thresholding details wavelet coefficients by using (11). The 
architecture of the proposed system for de-noising of speech signals with voice activity detection (VAD) has 
shown in Fig. 4. The VAD method proposed in [22][23] to identify both voice and silence zones has been 
implemented using Texas instruments TMS320C6713 floating point digital signal processor operating at 
225MHz to check the performance of speech de-noising in real time. 

Step 3: PSNR and PESQ performance measures were calculated between original and de-noised speech signals. 

C. Performance metrics of speech de-noising:  

Many speech quality measures were proposed in the literature [24]. They are segmental Signal to Noise Ratio 
(SNR), Itakura-Saito distance measure, Cepstrum distance measures, output PSNR and PESQ. 

1) PESQ:  Among all other objective measures mentioned above, the computational burden is more when 
PESQ measure is computed between original and de-noised signal. This measure is recommended by 
international telecommunication union standardization sector (ITU-T) for speech quality assessment of 3.2 
kHz handset telephony as described [24] , the PESQ is computed as a linear combination of the average 

asymmetrical disturbance values indA
 
and the average disturbance value )( indD which can be expressed as 

indind AaDaaPESQ 210           (22) 

where, 5.40 a , 1.01 a and 0309.02 a are constants. The parameters in the above equation were 

optimized for speech processed through networks. 

2) Output PSNR:  Here, we have been evaluating the performance of the algorithm by considering output 
PSNR. It is the ratio between the power of output signal and the power of noise in decibel scale. PSNR is 
most commonly used to measure the quality of reconstructed signal. 
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where 2
ˆ),(ˆ),(,
S

nSnSM  , and 2
e  are the length of the signal, original speech signal, de-noised speech 

signal, power of de-noised signal and noise power respectively. 

 
 
 
 
 
 
 
 
 
 
                 
 
                 
  
 
 
 
 
 
 
 
 

Fig 4: Architecture of proposed system for speech de-noising with VAD 

V. SIMULATION RESULTS AND COMPARISONS 

For simulation purpose we have been considering a population size of 30 learners, solution length of 2 and 100 
iterations.  An extensive evaluations and comparisons have done by taking two, three and four levels of 
decomposition of a signal in the dual tree complex wavelet domain. Two level DT-CWT gives good result 
comparatively other levels of decompositions. The PSNR and PESQ measures were given for input PSNR of 
8.39dB and 10dB shown in the Table III and Table IV and the corresponding speech signal outputs were shown 
in Fig. 5 & Fig. 6 respectively. The de-noised speech signal using TLBO preserves both voiced and unvoiced 
speech comparatively using conventional DT-CWT were shown in  Fig. 5(d) and 6(d) for input PSNR of 
8.39dB and 10dB respectively. The output of de-noised speech signals after making silence zones to zero are 
shown in Fig. 5(f) and 6(f). The output of VAD using TMS320C6713 is also shown in Fig. 7. Comparisons 
charts of PSNR and PESQ when input noise SNR of 10 dB was shown in Fig. 8 & Fig. 9. 

TABLE III Output PSNR and PESQ of all three methods when input PSNR is 8.39 dB 

S.No Speech File Name Wavelet Packet Dual Tree Wavelet TLBO 

PSNR PESQ PSNR PESQ PSNR PESQ 

1 Sp_11.wav 8.2528 2.0183 6.5668 2.1776 10.4938 2.3770 

2 Sp_12.wav 7.8354 2.1370 6.8485 2.2693 9.0912 2.3796 

3 Sp_13.wav 8.2303 1.9996 6.4831 2.1334 10.7449 2.5225 

4 Sp_14.wav 8.4649 1.8012 7.7529 1.9851 10.7499 2.3006 

5 Sp_15.wav 8.4862 2.0020 7.3168 2.1416 11.2276 2.3510 

6 Sp_16.wav 7.8576 1.9549 7.4149 2.1532 8.3971 2.3534 

7 Sp_17.wav 7.4630 1.9989 6.6714 2.1175 8.9746 2.2946 

8 Sp_18.wav 8.3997 2.0700 8.0891 2.2741 8.8466 2.4239 

9 Sp_19.wav 8.8636 2.0483 8.1149 2.1779 10.4765 2.3725 

10 Sp_20.wav 6.9259 1.9248 5.7347 2.0050 8.8908 2.4487 

Dual tree Complex 
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TABLE IV Output PSNR and PESQ of all three methods when input PSNR is 10dB 

S.No Speech File 
Name 

Wavelet Packet Dual Tree Wavelet TLBO 

PSNR PESQ PSNR PESQ PSNR PESQ 

1 Sp_11.wav 9.5020 2.1522 7.5974 2.2336 11.3361 2.4478 

2 Sp_12.wav 9.0322 2.2494 7.9362 2.3724 9.8432 2.4920 

3 Sp_13.wav 9.2396 2.1186 7.3644 2.2002 11.6156 2.6381 

4 Sp_14.wav 9.6371 1.8958 8.8275 2.0598 11.5351 2.3868 

5 Sp_15.wav 9.8315 2.1351 8.2933 2.2298 12.4893 2.4873 

6 Sp_16.wav 9.0295 2.0332 8.5034 2.2188 9.1216 2.4487 

7 Sp_17.wav 8.5217 2.1056 7.3212 2.2384 9.5314 2.4022 

8 Sp_18.wav 9.4570 2.1581 8.8905 2.2755 9.4834 2.4777 

9 Sp_19.wav 9.9850 2.1090 8.9986 2.2198 11.1622 2.4421 

10 Sp_20.wav 8.1596 2.0022 6.5909 2.0446 9.4689 2.5932 
 

 

Fig. 5: TLBO with DT-CWT output for speech corrupted with white noise with input PSNR 8.39 dB: (a) Original speech signal (b) Noisy 
speech signal (c) De-noised speech using DT-CWT. (d) De-noised speech using TLBO with DT-CWT (e) Voiced and silence zones of 

TLBO output (f) TLBO voice activity detection output making silence zones zero 
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Fig. 6: TLBO with DT-CWT output for speech corrupted with white noise with input PSNR 10dB: (a) Original speech signal (b) Noisy 
speech signal (c) De-noised speech using DT-CWT. (d) De-noised speech using TLBO with DT-CWT (e) Voiced and silence zones of 

TLBO output (f) TLBO voice activity detection output making silence zones zero. 
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Figure 7: VAD output using TMS320C6713 digital signal processor 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Comparison graph of PSNR for input PSNR 10 dB 

ISSN (Print)    : 2319-8613 
ISSN (Online) : 0975-4024 D. Yugandhar et al. / International Journal of Engineering and Technology (IJET)

DOI: 10.21817/ijet/2016/v8i5/160805415 Vol 8 No 5 Oct-Nov 2016 1978



 
Figure 9: Comparison graph of PESQ for input PSNR 10 dB 

VI. CONCLUSION 

TLBO algorithm is one of the meta- heuristic algorithm has been proposed recently for solving engineering 
optimization problems. The soft thresholding shrinks wavelet coefficients based on the threshold value leads to 
decrease in the signal energy as well as noise. Therefore, the output PSNR is less than the input PSNR in the 
case of wavelet packets and complex dual tree wavelet transform. The threshold obtained by TLBO algorithm 
preserves the signal energy as well as the quality of the speech signal leads to increase in output PSNR as 
compared to other two methods. TLBO method of de-noising is able to provide 15%, 18% improvement in 
average output PSNR and average PESQ than wavelet packet transform and 32%, 12% improvement in average 
output PSNR and average PESQ than conventional dual tree complex wavelet transform. The Listening tests 
using DSK 6713 processor show that the de-noised speech signal obtained by TLBO preserving both voiced and 
unvoiced sounds. 
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