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Abstract— Recently there has been an increasing demand of an automated system for animal species 
identification, where it needs a perfect good knowledge, understanding of the nature under vision and 
proper efficient system design. Embedded systems nowadays are offering a brilliant solution. Based on 
nature of economic and feasibility of advanced, embedded technology is chosen. This paper proposes a 
design of real-time portable bioacoustics species identification system. It contains two major correlated 
modules apart, the identification module and the system control module. The identification module is to 
be implemented in FPGA hardware to achieve species identification process while the system control 
module will manage and control the entire system.  The proposed system is a combination of hardware, 
software development and operating system customization. It is designed to be decentralize, therefore the 
need of any server is eliminated. It can be placed anywhere, can be viewed and accessed from anywhere 
through a web server built-in. 
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I. INTRODUCTION 

Nowadays, biodiversity becomes very important and urgent task. It is going to be more important because of 
world climate change and the rise of human population that cause animals emigrations and high rates of species 
loss. In the need of conservation, biologists and ecologist need more information. Unfortunately, biodiversity 
assessment is a difficult task for them. Conventional biodiversity assessment is insufficient in terms of time and 
cost, assessing with humans seems impossible not to make any interfere to habitants and sometime it is too risky. 
The conservative biodiversity assessment requires the assumption of expertise because data are often acquired 
by animal sound production. For example, the sounds of each animal scratching with trees, drinking water or 
howling can be differentiated by experts. However, few methods have been developed by researchers to reduce 
those disadvantages. Biodiversity assessment by analysing recorded acoustic signal has been introduced where 
an array of microphones has to be deployed in the field to record acoustic signal during periods of time. 
Recorded data will then be collected either manually or automatically and transferred to the server for species 
identification. Thus, a server with high performance processing of complex classification algorithm is required.  

While the technology of embedded system and data-acquisition (DAQ) have been significantly advancing 
every year. The opportunity to improve the technology of observing and monitoring wildlife is arise. DAQ 
systems are widely used in industry and consumer applications to achieve remote data collection and monitoring. 
The DAQ system is designed to collect data in the simplest form, and then it will be sent to server. An 
embedded DAQ system with remote accessibility has been introduced by A. Z. Alkar and M. A. Karaca [1]. It 
was built to monitor road traffic. An embedded board is integrated with a camera and a global system for mobile 
communications (GSM) modules. It acquires bulk image and saves into flash memory on the embedded unit. 
The acquired image will be transferred to a server via general packet radio service (GPRS). Users can access to 
embedded device directly for real-time or to the server for logged data. Later in 2013, [2] have developed a 
system called automated remote biodiversity monitoring network (ARBIMON) but instead of acquiring images, 
ARBIMON acquires an audio. It consists of 3 parts called acoustic permanent station, field base station and 
ARBIMON server. The main devices of the acoustic permanent station include a microphone, a router and iPod 
(2G) control recording devices. It used to send recorded audio to MacMini computer on the field base station. 
The field base station receives data from the acoustic permanent station via wireless communication. Other than 
MacMini, field base station also has 1 Tb external hard drive and ability to access the internet. This station is 
used to store data, compress the recording file and forward to the ARBIMON server at University of Puerto 
Rico for data processing and data management. General diagram of ARBIMON is shown in Figure1. 

Naufal Alee et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 7 No 2 Apr-May 2015 743



 
Fig. 1.  General diagram of ARBIMON system 

Several DAQ systems are similar to [1], such as [3], were designed for low cost and decentralize. These 
applications are able to collect data, but incapable of doing complex computational methods (e.g. artificial 
neural network (ANN), Gaussian mixture model (GMM), hidden Markov model (HMM)) establishing in the 
classification process. Those systems that similar to [2], such as [4] – [6], are focused for computational 
performance. The needed data to be transferred to server is very powerful. These systems are not considered 
about cost or decentralization.  

The evolution of voice technology also has been advanced. Technology of artificial intelligence and forensic 
science give machines the human-like ability to distinguish voice’s identity from many sources such as an 
acoustic signal produced by the animal. Bioacoustics focuses on animal acoustic communication. It is highly 
associated with the technique of feature extraction and pattern classification. Feature extraction is used to 
process the acoustic signal waveform into a representation of lower level information. Few varieties of feature 
extraction techniques are practically used for recognition task, such as linear predictive coding (LPC) [7], Mel 
frequency cepstral coefficient (MFCC) [8], perceptual linear predictive (PLP) [9] and others. The MFCC and 
PLP are the most popular acoustic features used. 

 
Fig. 2. Diagram of the proposed system 

The pattern classification is an important part in acoustic modeling. Animal acoustic signal carries much 
information about each species. The results of it strongly affecting the identification engine. Many techniques 
have been developed earlier such as dynamic time warping (DTW) [10] [11], and HMM. These techniques are 
not efficient for real-time application [12]. There are alternative methods have been introduced such as vector 
quantization (VQ) [13], GMM and support vector machine (SVM) [14].The GMM is one of the most commonly 
used types of pattern classifier. The use of GMM is most common due to its capability of performing a complete 
text independent situation. The performance of this technique has been verified in text independent 
identification [15]. The GMM technique of pattern classification in previous studies appeared to have several 
advantages. GMM is based on probabilistic framework and it provides high-accuracy recognition. However, the 
process practically does not always produce satisfied result due to the long computational time [16]. 
Consequently, alternative methods must be sought in order to reduce processing time problem for GMM 
technique. GMM implemented very well performance, but its training process requires a lot of time and they get 
numerically unstable when trained with small amount of data. The main problem is the inversion of the 
covariance matrices. Therefore, hardware solution has been proven to solve the speed problem [17].  

There are several hardware applications that can be used for better performance such as application specific 
integrated circuits (ASICs) or digital signal processing (DSP) applications. Even though ASICs provide the 
highest performance, but they are customized for a specific application and very expensive. DSP-based are cost 
efficient, low in power consumption and heat-emission, but they only provide a limited speed for data 
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processing. FPGAs are usually slower than ASICs, but have the advantage of shorter time to market, ability to 
be re-programmed in the field for errors correction as well as upgrades, flexibility, and reducing-cost. Therefore, 
they combine many advantages of ASICs and DSPs [18]. The use of hardware description languages (HDLs) 
allows FPGAs to be more suitable for different types of designs. Due to the exponential increase of technologies, 
designers faced with many problems which require the advent of systems that can be fast, flexible, and re-
programmable. With the advantages of real-time and in-circuit re-configurability make the FPGA-based system 
flexible, programmable and reliable. R. Ramos-Lara, et al. [19] have investigated the performance of FPGA in 
comparison with Pentium IV computer for a single voice stream. Results shows that FPGA achieved the same 
performance with 24% lower cost. In [20], FPGA implementation based on GMM for speaker identification has 
been implemented. It shows that classification in hardware is about ninety times faster. The hardware systemis 
capable of processing more audio streams in real time than could be done in standard computer. 

 
Fig. 3.  Hardware components of proposed system 

In this research, a proposed bioacoustics species identification system is constructed to provide an efficient 
method for biodiversity assessment. The system is composed of identification and system control modules. The 
identification module operates on the FPGA which offers a parallel processing scheme that can help with 
complex species identification, while system control module is operated by SBC which offers flexibility of 
installation, mobility, cost and size. The system control module is composed of overall system, managing and 
viewing package. 

II. BIOACOUSTICS SPECIES IDENTIFICATION SYSTEM 

It has always been difficult to develop a robust identification system not only because bioacoustics signal is 
dynamically varies by many factors and the complexity of biometric algorithms, but also the requirement of 
real-time monitoring. The problem of identification system belongs to pattern classification. The goal of pattern 
classification is to classify objects of interest into a number of categories or classes [21]. The categories or 
classes here are referred to the individual species. One proposed solution  is  to  ascertain  and  enhance  GMM  
pattern  classification  approach  via  reconfigurable  hardware implementation.  This  pattern  classification  
approach  should  be  able  to  handle  large database  in  short  time  limit,  whereas  the  accuracy  rate  is  still  
maintained  or  even  higher  than  the conventional software based GMM pattern classification technique. This 
paper categorizes the proposed system mainly into two modules, the identification and system control module. 
Figure 4 shows the block diagram of the proposed system. The system integrates various platforms to be 
successful solution and to overcome previous research lacks. 
A. Identification Module 

There are various hardware components to be used for developing bioacoustics species identification. In 
general, the hardware components are FPGA, SBC and 3G wireless connectivity module. SBC is a low-cost, 
low-power consumption, small-size, robust and fully integrated PC compatible, which employs advanced 
embedded technology to develop compact computing system. The SBC is a complete computer build on a single 
circuit board. The primary advantages of SBC versus Desktop PC are cost and size. Nowadays, it has been 
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widely used in consumer electronics, industrial control, navigation equipment, medical instrument, network 
communication, automobile, military and national defence [22] and etc. 

 
Fig. 4. Bioacoustics identification method 

PCs are powerful enough to allow large data streams to perform identification one species for the best results, 
with very less background noise. Next steps have to be taken in order to reduce the computational complexity, 
so that the real time identification is achievable. Hardware implementation has the computational resources to 
achieve real-time scheme.  One of the main advantages include FPGA in this system is to obtain processing 
speed improvements in comparing to software implementation and allow processing of multiple voice streams 
with an increase of population of species. The training of the acoustic models is to be performed offline and the 
classification stage is to be implemented in hardware-based using FPGA. Feature vectors from the data will be 
stored in random access memory (RAM) which is directly connected to the FPGA. 

Species identification module is implemented in software platform by using Matlab for troubleshooting and 
testing before hardware implementation. This enabled variables and factors affecting species identification to be 
investigated more easily than in hardware implementation. The best methods will be chosen for implementing in 
hardware upon completion of the testing in software. A software-based system will also be used as a backup 
during hardware implementation as if there is any changes required in the algorithm for the purpose of hardware 
optimization for instance can be first tested in the software. The objectives for developing a species 
identification system in the software include to develop a working system that is easier to manipulate as 
debugging and to investigate various factors affecting performance in determining the best implementation in 
hardware. The factors include the number of Gaussian components, data normalization, and the energy 
component of the speech signal and the length of test utterance. 

Then, the implementation of the system will be experimented with software–based Matlab and well-known 
speech recognition toolkit, hidden Markov model toolkit (HTK) platform. HTK is a portable toolkit for building 
and manipulating hidden Markov models. It is primarily used for speech recognition research although it has 
been used for numerous other applications including research into speech synthesis, character recognition and 
DNA sequencing. The HTK will be used to perform the analysis of front-end processing while Matlab to 
perform the statistical analysis using GMM approach. It is easier to investigate which criteria or factors affecting 
the species identification system compared to system in hardware implementation. Based on these experiments 
the best options are to be implemented in hardware for identification. The two most significant results to be 
considered are first, relation between the numbers of components used in the Gaussian mixture and the accuracy 
of the system and second, the relation between the length of test utterance and accuracy. Limitations in the 
hardware in terms of area and speed will be determined. 
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B. System Control Module 
This subsection describes a design of the Bioacoustics species identification’s system control module (SCM). 

SCM needs to work on the lower layer, closely with the operating system (OS) layer, with native programming 
language such as C and customization of OS to be authorized to manage the entire system. SCM will be capable 
of hardware probing, doing routine jobs, status checking and fixing some errors or noticing the error, unmanned.  

The view module is a sub-module of the system control module. From the existing system, data were 
analysed and graphed by the system itself, but this module uses new approach where all presentation data are to 
be analysed, drawn and shown by monitoring side, only plain text in JavaScript object notation (JSON) format 
is needed. The rise of Web 2.0 has brought with it more sophisticated user interfaces and client-side browser 
functionality. It is to be developed using hypertext markup language (HTML), cascading style sheet (CSS) and 
JavaScript language. Asynchronous JavaScript and XML (AJAX) is used to reduce data transmit between the 
system and observer devices. AJAX is a new way of design and develop web applications. It is a new technique 
that uses a set of open standards technologies, with support by cross-browser and cross-platform compatibility. 
These technologies are widely used and well known. JavaScript becomes a key factor for browser vendors and 
web application developers [23]. Browser vendors are developing new technology at JavaScript to speed up its 
execution. This is necessary because to replace the web application with desktop application require a large 
amount of JavaScript code that also must execute at a reasonable speed. In addition, users often have multiple 
tabs running web application, such as email, calendars, image viewing and manipulation, and so on .The 
technologies work together in different levels, each one with specific functionality to create a powerful new 
development model for web applications [24]. 

Acquisition module in Figure 4 represents an identification module which has been earlier described. The 
capture element represents the process when the FPGA receives data from microphones. Then, the next element 
is extract which represents the process of feature extraction. The analyser element represents the process that 
reads the extracted information from extract element and makes identification process described. The last 
element shows that the analyse data is to be stored in a database.  

JSON is a lightweight data exchange format. Relatively to the extensible markup language (XML), it is easy 
for machines to parse and generate. Its format is different from the XML which uses closed tags. JSON uses a 
text format that is independent of the language. JSON objects are analysed as string arrays. This can be faster 
than XML which is above characteristic. JSON has higher parsing efficiency and the advantages of easy 
preparation. As lightweight AJAX applications have less demanding on the security while requirements for 
efficiency are high and have good support of JavaScript. It will be loaded and processed by the client side. Web-
browser in client side, which can be any device, will read data, analyse and plot graphs.  The system control 
module is to be developed by native programing to control entire system and make system being automated. 

III. DISCUSSION AND CONCLUSION 

Based on the mentioned disadvantages of conventional biodiversity assessment methods, a new proposed 
solution of a bioacoustics FPGA-based hardware design has been stated in details in this paper. Due to the 
advantage of parallel processing, classification approaches for species identification; hardware-based solution is 
required. This proposed solution focuses on construction of embedded FPGA-based system leading to decrease 
processing time and result in higher accuracy. The reason is that a GMM is effective and provide a stable 
accuracy while handling large data. Base on the previous work survey in this paper, it has clearly be shown that 
successful implementation of a real-time portable bioacoustics species identification system need a detailed 
study and a serious estimation of problem constraints and variety, especially that the platform solution must 
combine software and hardware. 
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