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Abstract:-Transmission of uncompressed video segments requires more bandwidth and need more 
storage for video data. Earlier approaches produces compressed videos , where there exists data loss and 
they produce less effective results at decompressing video segment. We propose a new lossless approach 
to perform compression of video segment, where snapshot level video compression is done by splitting the 
video into tiny snapshots. The snapshots are trained with the neural network and the trained values are 
used to perform video compression.  The input video is de-framed to generate sequence of scenes and 
compressed with the help of wavelet transform. The efficiency of wavelet helps to reduce the signals into 
small set of signals. For each frame generated from the video, the features of the scene are extracted and 
used to identify the frames of scenes. A feature variance matrix is generated by identifying the variance of 
features between subsequent frames of any scene identified. Based on computed variance matrix, the 
unaffected pixels are neutralized and the pixels with variance are kept original. Then the frames are 
transformed with wavelet, and the transformed signals are applied with neural network to come up with 
output signals. The proposed method has produced higher rate of compression and produces efficient 
results in decompression.  Also the proposed method overcomes the problem of loss introduced in video 
compression by other methods. 
 Keywords: Lossless compression, Video Compression, Wavelet Transform, Sub sequence, Neural 
Networks. 

I.INTRODUCTION 

A. Lossless and Lossy compression 

There are two basic categories of compression; lossless and lossy. Lossless compression is a class of 
algorithms that will allow for the exact original data to be reconstructed from the compressed data. It means that 
a limited amount of techniques are made available for the data reduction, and the result is limited reduction of 
data. GIF is an example of lossless images compression, but is because of its limited abilities not relevant in 
video surveillance. Lossy compression on the contrary means that through the compression data is reduced to an 
extent where the original information cannot be obtained when the video is decompressed. The difference is 
called the artifacts.  
B. Wavelet Transform 

Wavelets have generated an interest in researchers in both theoretical and applied areas, especially over 
the past few years. The wavelet transform  can be used to reduce the image size without losing much of the 
resolutions computed and values less than a pre-specified threshold are discarded. Thus it reduces the amount of 
memory required for an image. 
C. Neural Networks 
  A neural network can be defined as a “massively parallel distributed architecture” for storing 
experimental knowledge and making it available for use. It refers to a computational paradigm in which a large 
number of simple computational units are interconnected to form a network, performing complex computational 
tasks [1].  

A neural network is a system of interconnecting neurons in a network working together to produce an 
output function. Neural networks can accept a vast array of input at once and process it quickly, so they are 
useful in image compression [2] 

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the 
biological nervous systems, such as the brain. The key element of this paradigm is the structure of the 
information processing system. It is composed of a large number of highly interconnected processing elements 
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(neurons) working in unison to solve specific problems. ANNs, like people, learn by example. An ANN is 
configured for a specific application, such as pattern recognition or data classification, through a learning 
process. Learning in biological systems involves adjustments to the synaptic connections that exist between the 
neurons. 
D. Video Segmentation 

 The video segments are incorporated in many applications with the support of modern 
communication technology [3]. The communication standards works on the top of resources like bandwidth, 
which is a dominant resource and has to be used efficiently. For a video communication in mobile applications, 
the whole video has to be transferred to other end, and the video compression has various standards which are 
proposed earlier. A video is a collection of frames or snapshots and has to be compressed to low bit rate without 
damage the content and meaning of the frame. For example for a single snapshot it needs 1024 bytes to store 
and transfer which has to be minimized.  

The frames of a video segment are more related and have little amount of changes in the pixels of the 
frames. For a single video segment[4], there will be number of frames according to type of video. There are high 
redundancies in the same frame, the spatial redundancies, and between successive frames, the temporal 
redundancies. Most of video compression techniques aim to exploit these correlations and high redundancies in 
order to achieve better compression. 

The video compression methods can be classified as Object based, Wave form based, model based, 
fractal based. The Object based compression is performed by extracting the objects from video frame and their 
shape, texture are extracted which will be coded differently[5]. The compression ratio of each object will be 
different and yield good compression ratio. In wave form method, the video frame is transformed to small size 
of frame without missing any feature, this also achieves higher rate of compression. The model based 
compression performs 3D structural analysis to compress the frames and the fractal based methods uses image 
coding methods to compress the video frames.  
E. Video Quality Measure 

In order to evaluate the performance of video compression coding, it is necessary to define a measure 
to compare the original video and the video after compressed. Most video compression systems are designed to 
minimize the mean square error (MSE) between two video sequences Ψ1 and Ψ2, which is defined as 

MSE=σ2
e=	ଵே ∑ ∑ [Ѱ1(ݔ, ,ݕ (ݐ − Ѱ2(ݔ, ,ݕ ௫,௬௧[(ݐ 2        (1) 

where N is the total number of frames in either video sequences. 
Instead of the MSE, the peak-signal-to-noise ratio (PSNR) in decibel (dB) is more often used as a 

quality measure in video coding, which is defined as 
    PSNR = 10 log 10 C   /MSE                                                           (2) 
where (2n–1)2    is the square of the highest-possible signal value in the image, and n is the number of bits per 
image sample. PSNR can be calculated easily and quickly and is therefore a very popular quality measure, 
widely used to compare the ‘quality’ of compressed and decompressed video images. For a given image or 
image sequence, high PSNR usually indicates high quality and low PSNR usually indicates low quality. 
However a particular value of PSNR does not necessarily equate to an ‘absolute’ subjective quality.  

We work on the wavelet transform, which performs transformation of signals into small region by 
performing scaling and transforming signals. The wavelet transform method produces high quality results in 
signal processing where the size of signal is compressed and represented with small values. What happens when 
compression video frames is, some of the values of few pixels gets damaged which is considered as loss. The 
video compression method has to take care of this loss and has to produce lossless compression.  

II.BACKGROUND 

 There are various video compression method discussed in literature and we discuss few of them here 
according to our problem statement. 

Video Compression Using Neural Network [6], implements different algorithms like gradient descent 
back propagation, gradient descent with momentum back propagation, gradient descent with adaptive learning 
back propagation, gradient descent with momentum and adaptive learning back propagation and Levenberg-
Marquardt algorithm. 

Object-based Video compression using neural networks [7], It consists one predicting video objects 
motions throughout the scene. Neural networks are used to carry out the prediction step. A multi-step- ahead 
prediction is performed to predict the video objects trajectories over the sequence. In order to reduce video data, 
only the background of the video sequence is transmitted with the different detected video objects as well as 
their initial properties such as placement and dimensions. 
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Adaptive Filtering and Video Compression Using Neural Networks [8], present an Adaptive Filtering 
technique for the removal of useless noise from video. After cancelling the unwanted noise, we get a filtered 
video. After that we take the filtered video as input to the neural network. Finally, the back propagation 
algorithm is used to compress the video. 

High efficiency video coding: the next frontier in video compression [9], was launched to achieve 
major savings-e.g., reduction by about half for 1,280 × 720 high-definition (HD) and higher-resolution 
progressives can video-for equivalent visual quality relative to the bit rate needed by the widely used H.264/ 
MPEG-4 Advanced Video Coding (AVC) standard. For high resolution video where such additional 
compression is most urgently required, implementations of the current draft standard are already meeting or 
exceeding the targeted goal. We review the architecture and building blocks of HEVC[10], which were carefully 
selected with regard to compression capability versus complexity and to enable parallelism for the signal 
processing operations. Given the benefits that HEVC provides, it is likely to become the new primary reference 
for video compression. 

Royalty free video coding standards in MPEG [11], report on the recent developments in royalty-free 
codec standardization in MPEG, particularly Internet video coding (IVC), Web video coding (WVC), and video 
coding for browser, by reviewing the history of royalty-free standards in MPEG and the relationship between 
standards and patents. A Video Saliency Detection Model in Compressed Domain [12], propose a novel video 
saliency detection model based on feature contrast in compressed domain. Four types of features including 
luminance, color, texture, and motion are extracted from the discrete cosine transform coefficients and motion 
vectors in video bitstream. The static saliency map of unpredicted frames (I frames) is calculated on the basis of 
luminance, color, and texture features, while the motion saliency map of predicted frames (P and B frames) is 
computed by motion feature[13]. A new fusion method is designed to combine the static saliency and motion 
saliency maps to get the final saliency map for each video frame. Due to the directly derived features in 
compressed domain, the proposed model can predict the salient regions efficiently for video frames. 

In [14], the author proposes two schemes that balance energy consumption among nodes in a cluster on 
a wireless video sensor network. In these schemes, we divide the compression process into several small 
processing components, which are then distributed to multiple nodes along a path from a source node to a 
cluster head in a cluster. We[15] conduct extensive computational simulations to examine the truth of our 
method and find that the proposed schemes not only balance energy consumption of sensor nodes by sharing of 
the processing tasks but also improve the quality of decoding video by using edges of objects in the frames. 

III.PROPOSED APPROACH 

 The proposed lossless compression method has four stages: First the video is segmented into frames, 
second: scenery identification is performed, Third: variance matrix is computed between successive frames, 
Fourth: Video compression is performed using wavelet transform. 
A. Video Segmentation 

 Video segmentation is performed at the first stage of video compression. At this stage, the video is split 
into frames according to the value of M. M- specifies the number of frames to be generated at each second or 
the snapshots to be produced. The segmented video will be used for further processing. For a given video V, we 
generate frame set  FS. 
1) Algorithm for Video Segmentation: 

step1: start 
step2: initialize scenery set VS, Frame set Fs 
step3: read input video V. 
step4: Play video V. 
  for each second of V. 
generate snapshot Ss. //Here we generate snapshots at particular second 

FS = FS+ Σ( ׬ (ܸ ேଵ(ܯ× ). // Fs is sum of all snapshot of video at all seconds 
 M- number of frames per second. 
 end. 
step5: stop. 

The above segmentation algorithm reads the input video and de-frames the video into N number of 
snapshots according to the video quality. The number of frames to be generated for single second of video is set 
manually, which is decided according to the time complexity and accuracy of compression needed. Also the 
problem of restoring original video also must be considered which deciding the value for N. 
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2) Scene Identification: 

The video may composed of any number of scene included and the feature variance or the common 
features will be there in the frames of any scene. The scene identification performs the identification process of 
scenes using the frames available. The method computes the intensity pattern available in each frame and 
computes the intensity mean of each frame. Once the intensity mean of all frames are computed, then each 
frames intensity mean will be compared with previous frames to compute the distance between the two frames. 
The method maintains a intensity threshold and if the distance is within the threshold then the two frames are 
considered as in the same scene. Otherwise the scene will be completed and the new frame is assigned as a 
starting frame of another scene. This will be performed for each frame generated in the previous stage. 
step1: start 
step2: initialize Intensity pattern Ip, Scene set SS. 
step3: read Frame set Fs. 
step4: for each frame Fi  from FS 
compute intensity pattern Ip. //we generate intensity pattern here 

Ip (i)= ∑ ,ܴ)݊ܽ݁ܯ ,ܩ ௫ଵ(ܤ  //computing mean value of red, blue ,green 
 end 
step5:for each frame Fi  from Fs 
       compare intensity pattern with neighbor frames. //comparing the pixels with neighbor frames 
 if Distance(Ipi, Ipj)<Intensity threshold then //  
  the frames are in same scene. 
     SS(i) = SS(i)+ Fi. // here we identify the frames of same scene 
 else 
  create new Scene S. 
  S(i) = S(i)+Fi. 

  end  
 end. 
step6: stop. 
B.Variance Matrix Computation 

 At this stage, we compute the variance between two frames of a video sequence. The variance value 
represent the change of pattern occurred at one frame from its previous frame. The pixel values which are differ 
from previous frame only will be retained and others will be removed. This helps to represent the frame with 
small bits and easier for compression also this itself produces higher compression ratio. 
1) Algorithm for Variance Matrix Computation: 

step1: start 
step2: initialize variance matrix Vm, frame matrix fm, intensity pattern Ip. 
step3: read scene frames set SS. 
step4: for each frame Si from SS 
compute variance matrix Vmi.  for each  pixel Pi from Si 

       compute variance v  = ׬ (݉)݌ܫ − ௑ଵ(݊)݌ܫ  // variance between frames using intensity pattern 

       if v>vth then //vth-variance threshold’  
            keep the pixel with the frame Fi. 
 else 
 neutralize the pixel from the frame Fi. 
     Si(Pi) = 0. 
         end. 
  end. 
step5: stop. 
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C. Video Compression 

 Once variance matrix is computed then the frames of the sequence will be applied with wavelet 
transform. The wavelet transform performs scaling and transformation of signals and produces low size signal 
which represent the originals signals.  For each video clip, we apply wavelet transform on the frames of the 
clips.  The transformed signals are applied with artificial neural networks and the function designed with 
multilayer perception combines the transformed signal and encodes the level of transformation applied to 
produce the output signal. The artificial neural network encodes the level of transformation applied at wavelet 
method to produce the output signal. The compressed images are combined to reproduce the video which can be 
decompressed later. 
1) Algorithm for Video Compression: 

 step1: start 
step2: initialize compressed video CV. 
step3: read frame sequences Fs. 
step4:  for each frame Fi from Fs 
 if( i=1) 
  Fi = DWT(Fi) 
 Apply neural network with Fi. 
  Fi= ANN(Fi). 
 else 
  Fi =  DWT(Vm(Fi)). 
 Apply neural network with Fi. 
  Fi= ANN(Fi). 
          end. 
 end. 
step5: generate video clip from frame set Fs. 
step6: stop. 

IV. RESULTS AND DISCUSSION 

 The proposed approach has been implemented and evaluated with other methods in Matlab and we 
have used different video data set to compare the results produced by the proposed method and others.  

 
Fig 1: Snapshot generated from the input video clip. 

The figure 1, shows the single frame or snapshot generated by the proposed method. 
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Fig 2: Result of Compressed image with wavelet transform. 

 The figure 2 shows the result generated by wavelet transform and the resultant image has retained the 
quality as well. 

Image/Video compression results are presented for various test scenarios with the help of a motion 
picture obtained from geographic sites which contain a set of 98 frames. The set of frames are tested for, the 
retraining frames method and the self-adaptive method. The results obtained from the above tests were useful in 
drawing some conclusions regarding the aforementioned techniques. The Compression Ratio and Peak-Signal-
to-Noise Ratios (PSNR) are calculated based on the following formulas for all the test scenarios. ݊݋݅ݏݏ݁ݎ݌݉݋ܥ	݋݅ݐܴܽ = (௄×௅×ெ×ே)୘                (3) 

K- Number of variant pixels 
L-  Level of wavelet transfer 
M- Number of pixels 
T-Total number of pixels 
PSNR=10× log (1/ N). 
Initially, the “Leopard” image is trained for different epochs (5000,10000,20000) and 4 hidden nodes 

in the network. The network is also tested for a still image with the above parameters. We can see that as the 
training was increased to 20000 epochs, the weights seem to be better adapted to the particular image, and thus 
the quality of the reconstructed image is higher compared to the one trained for 5000 or 10000 epochs. 
Nevertheless, training for 20000 epochs has higher processing requirements compared to the other two cases. 
Moreover, Graph1 illustrates that as the compression ratio increases; the difference in terms of PSNR between 
the three different cases becomes negligible. 

 

Fig 3: Compression ratio of different methods 
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The figure 3, shows the compression ratio generated by different methods at different epochs, for each 
of the epochs, the frames are generated and compressed. The proposed method has produced efficient 
compression ratio compared to other methods. The method has been evaluated with more epochs from 1 epoch. 
In all the cases, the proposed method has produced efficient compression than others. 

 
Fig 4: Time complexity graph 

The figure 4 shows the time taken value of the proposed method for different epochs of jpeg images. It 
shows that the proposed method has taken less time to compress the image.  The proposed multi-level snapshot 
algorithm takes less time to compress the video than earlier approaches. To compress a video with 100,300,500 
second or 5000,10000 & 20000 epoch , the proposed method takes less time only. 

 
Fig 5: Comparison of PSNR values. 

 The figure 5 displays the comparison of PSNR value produced by different methods. It shows clearly 
that the proposed approach has produced more peak signal to noise ratio than others. 
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V. CONCLUSION AND FUTURE WORK 

A lossless approach for video compression with wavelet transform and the support of intensity 
measures are proposed.  The video is split into frames and then scene identification is performed using intensity 
pattern change. Based on identified scenes, the variance of subsequent image or frames within the scene is 
computed. The pixel which varies with intensity is identified and kept original and others are neutralized. This 
makes the size of frame lesser, because only the variant pixels are used and this reduces the space also. After 
this, the frames are compressed using wavelet transform which increases the compression ratio. The proposed 
approach has produced efficient compression ratio and produced high quality video. The proposed method has 
overcomes the problem of energy loss occurred in previous methods and the following are planned for future 
study: In order to improve the compression efficiency and accuracy in high definition (HD), we would suggest 
to continue to develop the proposed programming system by implementing in JAVA platform can reduce the 
time complexity, we can also use fuzzy logic and other algorithms of neural network for obtaining MSE and 
PSNR along with better compression ratio.  
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