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Abstract—Clustering is the process of combining a set of data in such a way that data in the same 
group are more similar to each other than the groups (clusters). K-Means is an algorithm for widely used 
in clustering techniques. But in this algorithm some of the issues are determined i.e. K-value selected by 
user is the main disadvantage. To overcome the drawback visual methods such as the VAT algorithm 
generally used for cluster analysis, also it is used to obtain the k-value prior to clustering. But the 
estimated result does not match with the true (but unknown) value in many cases. Then Spectral VAT 
algorithm was implemented. This spec-VAT algorithm is more efficient than VAT algorithm for complex 
data sets. The Spec-VAT based algorithms such as A Spec-VAT, P Spec-VAT and E Spec-VAT is also 
used to find out the cluster value efficiently. But the range of k value is either directly or indirectly given 
to spectral based VAT algorithms. In this paper we propose direct visual validation method and 
divergence matrix. In this proposed work the value of k or the range of k is neither directly nor indirectly 
specified by the users. Instead of k value, we propose a new method of comparing objects and from that 
result. We choose an object which is closer than other object, From the V2VAT (Visual Validation VAT) 
algorithm the experimental result shows that the proposed algorithm is much better than the other 
algorithms. 
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I. INTRODUCTION 
Data Clustering is a technique in which, the data set is divided into sub data sets and then similar data is 

physically stored together. Sometimes, Clustering techniques are also referred as unsupervised technique 
because there is no particular dependent. Most often clustering and classification are confused, but there are 
certain differences among them. The data are assigned as pre defined classes in classification. But in clustering 
method the classes are also defined.  

Clustering algorithms are mainly divided into two categories: Hierarchical algorithm and Partition algorithm. 
A hierarchical clustering algorithm divides the given data set into smaller subsets in hierarchical fashion. A 
partition clustering algorithm partitions the data set into desired number of sets in a single step. Many methods 
have been proposed to solve clustering problem. 

II. RELATED WORK 
One of the most popular and simple clustering algorithms is K-means, it has been initially published in 1955. 

However, this requires a prior knowledge of the number of clusters and the subsequent selection of their 
centroid. This selection of k-value itself is an issue and sometimes it is hard to predict before the number of 
clusters that would be there in data. Various clustering methods have been proposed to estimate k-value (number 
of cluster), e.g., [7], [9], [12], [15], [16], [18] and [19] by choosing the best partition among a set of various 
partitions.  

In contrast, cluster tendency assessment attempts to estimate k-value before clustering occurs. Estimating the 
number of clusters in data sets automatically, it is based on Visual Assessment of cluster Tendency (VAT) of a 
data set.  This existing model focuses on one method for generating RDIs, namely VAT of Bezdek and 
Hathaway [1]. The basic input for most of the clustering algorithms is number of clusters. It is very difficult to 
determine previously. A new method called Dark Block Extraction (DBE) for automatically estimating the 
number of clusters in unlabeled data set, which is based on existing algorithm VAT using several common 
images and signal processing techniques of Wang, Leckie&Bezdek [21]. But in this system many issues like 
perplexing, and its inability in histogram overlapping. Therefore it is implemented by a new technique called 
Extended Dark Block Extraction of Asadi, Saikrishna&Subbarao [22].  

There are many methods for assessing VAT of squaredissimilarity matrix based on crisp, fuzzy or 
probabilistic models [3], [2]. These methods are only applicable for square matrix. So implemented the Method 
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that assesses cluster tendency in rectangular (non square i.e. m × n) dissimilarity matrices of Bezdek, Fellow & 
Hathaway [10]. In VAT analysis methods automatically estimating the number of clusters in larger data sets 
becomes difficult. To overcome these problem, existing system performs visual cluster analysis on a large data 
set to apply the Spectral VAT algorithm of Ramamohanarao, Wang &Leckie[23]. It automatically derives the 
number of clusters in the SpecVAT images using these techniques A-SpecVAT, P-SpecVAT and E-SpecVAT 
algorithm.  

It should be mentioned that a previous version of this work has appeared in [23].  In this paper, main issue is 
existing index based validation is not suitable for our visual algorithm. In contrast to the preliminary version, 
major changes of this paper are summarized as follows:  

• We propose a method of divergence matrix instead of dissimilarity matrix in the preliminary version 
paper. 

• We provide a solution for problem in the previous system i.e. direct visual validation method is 
implemented for an index based validation method. 

• We propose a new method in this algorithm. So there is no need to give a k-value initially by the user. 
• We provide experiments on several synthetic and real data sets to evaluate this new algorithm, and the 

results demonstrate with effectiveness. 

III. VISUAL ASSESSMENT OF CLUSTER TENDENCY(VAT) 
The VAT algorithm is used as a visual method for clustering analysis. It displays an image of dissimilarities 

data. In gray scale VAT image each pixel is represent the scaled dissimilarities value. High dissimilarities 
viewed as white pixels and low dissimilarities viewed as black pixels.  Definitely Each object is similar with 
itself, so the diagonal element of the dissimilarity matrix is always zero. The elements in the off diagonal is 
scaled to the range of (0,1). Several algorithms have extended VAT for assessment problems [5],[8],[11],[17] 
and [21].  

We can generate a RDI by using any of the existing scheme in [1],[4],[13],[14] and [24]. Here Reordered 
Dissimilarity Image (RDI) is generated using VAT, RDI highlights potential clusters as a set of “dark blocks” 
along the diagonal of the image.A dark block along the diagonal of the I(D*) is a submatrix of “similarly small” 
dissimilarity values. From this, the dark block is refers a cluster of datas which are similar to each other, VAT 
algorithm is shown bellow. 
A. VAT Algorithm Steps 

Input: An n × n scaled matrix of pairwise dissimilarities D=[dij], with 1 ≥ dij ≥ 0; dij= dji; dii=0, for 1 ≤ i,j ≤ n 
(1) Set I=ø, J={1,2,. . . . , n} and π=(0,0,….,0) 

Select (i,j) Є argpЄJ,qЄJmax{dpq}. 
Set π(1)=i, I←{i} and J←J-{i}. 

(2) Repeat for t=2,3,…,n 
Select (i,j) Є argpЄI,qЄJmin{dpq}. 
Set π(t)=j,  update I←I ∪ {j} and J←J-{j}. 

(3) From the reordered matrix ܦ෩=[dij]=[dπ(i)π(j)],for 1 ≤ i,j ≤ n 
Output: A scaled gray-scale image I(ܦ෩),in which max{ ሚ݀ ij} corresponds to white and min{ ሚ݀ ij} to black. 

Many possible ways to obtain a RDI, here we use VAT to generate RDIs of unlabeled data. Let 
O={o1,o2,….,on} denote n objects in the data (e.g., fish, flowers, beers, etc.). Vectorial data have the form 
F={f1,f2,…,fn}, fi Rh, where each coordinate of the vector fi provides a feature value of each of h attributes (i.e., 
aj, j=1,2,….,h) corresponding to an object oi. Sometimes relational data are directly recorded, such as pairwise 
dissimilarities (or similarities) between objects, represented by an n × n symmetric matrix D.  

 
Fig.1. VAT image 

We can always convert F into dissimilarities D as dij = ║fi - fj║, 1 ≤ i,j ≤ n] in any vector norm in Rh. 
Generally, the dissimilarity matrix satisfies 1 ≥ dij ≥ 0;  dij= dji; dii=0, for 1 ≤ i,j ≤ n.The VAT algorithm displays 
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a dissimilarity matrix D as a gray-scale image and element of the dissimilarity matrix are in the rande between 
(0,1) as shown in Fig 1. 

Even RDI are widely used, it is only effective at highlighting cluster tendency in data sets that contain 
compact separated clusters.But, in many practical applications involve highly complex structure in data sets. So, 
in this paper the new approach was implemented to obtain RDI which combines VAT and spectral analysis.  

IV. V2VAT ALGORITHM (VISUAL VALIDATION VAT)  
Three important points about V2 VAT are mentioned in the following are: 

1. Only a pairwise divergence matrix D is required as the input. When the vectorial forms are available, it is 
easy to convert them into D using some form of divergence  measures.  

2. Although the VAT image suggests both the number of object and reordering matrix produces neither a 
partition nor a hierarchy of clusters. Hidden structure can be viewed as an illustrative data visualization for 
estimating the number of clusters before clustering. However, from the reordered matrix hierarchical structure is 
detected if the diagonal subblocks exist within the larger diagonal blocks.  

3. We have a prior knowledge of  k value in the previous paper. But, in this algorithm we propose a new 
model which makes this algorithm much efficient. 
A. V2VAT Algorithm steps 

Input: D = [dij] : An n × n scaled matrix of pairwise divergence matrix.  
(1) Compute a local scale ߪi for each oi as ߪi = d(oi,ok) = dik,where ok is nearest neighbour of oi without 

user defined  k value i.e.,n(oi) = if(( ∑ ∑ ݀ሺoi, ojሻୀଵୀଵ <    ( ∑ ∑ ݀ሺoj, okሻୀଵୀଵ ). 
(2) Choose the m indices from {1,2,….,n} randomly to form the sample index set Is and the set of the 

remainig object indices Ir, which are respectively used to get sub-matrices DS and DB from D. 
(3) Construct the matrices SЄRm×m from DS and  B Є Rm×(n-m) from DB using the weighted Gaussian 

function exp(-dijdji/(ߪiߪj)). 
(4) Perform eigendecomposition of S and compute the approximate eigenvectors ෩ܷF. 
(5) Choose the columns of ෩ܷF that will increase the divergence of matrix and using that columns form 

Vk Є Rn×k and normalize the rows of Vk to unit Euclidean norm to generate V'k.Treat each row of V'k 
as a new instance to compute a new pairwise divergence matrix D's Є Rm×m between the sample 
instances to obtain sample SpecVAT images I(D's). 

(6) Construct the weighting matrix W Є Rn×n by defining wij = exp(-dijdji/(ߪiߪj)) for i് j, and wii = 0. 
(7) Construct the normalized Laplacian matrix L' = M-1/2 W M-1/2. 
(8) Choose the k largest eigenvectors of L' to form the matrix V = [v1,…,vk] Є Rn×k by stacking the 

eigenvectors in columns. 
(9) Normalize the rows of V with unit Euclidean norm to generate V'. 
(10) For i = 1,2,…,n, let ui Є Rk be the vector corresponding to the i-th row of V' and treat it as a new 

instance (corresponding to oi). Then construct a new pairwise divergence matrix D' between 
instances. 

(11) Set I=ø, J={1,2,. . . . , n} and π=(0,0,….,0) 
Select (i,j) Є argpЄJ,qЄJmax{d'pq} 
Set π(1)=i, I←{i} and J←J-{i} 

(12) Repeat for t=2,3,…,n 
Select (i,j) Є argpЄI,qЄJmin{d'pq} 
Set π(t)=j,  update I←I ∪ {j} and J←J-{j} 

(13) From the reordered matrix ܦ෩ '=[d'ij]=[d'π(i)π(j)],for 1 ≤ i,j ≤ n. A scaled gray-scale image I(ܦ෩ ')  is 
obtained. 

(14) Compute an optimal threshold T*
k that can maximize ߪ B

2 for the image I(ܦ෩ '
k), i.e., T*

k = arg 
max1≤T<LߪB

2(T). 
(15) Obtain the corresponding “goodness” measure for each SpecVAT image GM(k) = ߪB

2(T*
k). 

(16) Determine the number of clusters as c = arg maxk GM(k). 
(17) For the sample SpecVAT image I(D'k*), set the genome of each individual xi ( i = 1~b ) as a binary 

string of length n-1, corresponding to the indices of the first n-1 samples. 
(18) Randomly set c-1 element in each xi  to ‘1’ and other to ‘0’ to create the initial population. 
(19) Set a fitness function as taking the input xi and calculating the candidate partition U from xi, and 

returning the result of objective function. 
(20) Apply GA algorithm until there is no improvement within g = 10 generation to find the optimum 

genome x*. 
(21) Transform x* into cluster partition U*(which is equivalent to obtaining the sizes of each cluster 

{n1,…,nc}). The position p1 of the first ‘1’ in x* means the firstcluster partition is from sample 1 to p1. 
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The position pj( j = 2,…,c-1 ) of the j-th ‘1’ means the j-th cluster partition is first sample (pj-1 + 1) to 
pj. The c-th cluster partition is from the sample (pc-1 + 1) to n. 

(22) Retrieve real objects indices in each cluster Ci with the permutation index π(), i.e., C1 = {oπ(1),…., 
oπ(n1)}, and Ci = {oπ(ni-1 + 1),…., oπ(ni-1 + ni)} for i = 2,…,c. We obtain the data partitioning {C1,….,Cc}. 

(23) Perform out-of-sample extension using V'k* to obtain the cluster labels of the remaining objects 
indexed by Ir. 

Output: The number of clusters c and the data partitioning results. 
Assume that an n × n symmetric positive semidefinite matrix, say F, can be decomposed as F = UFΣFUT

F, 
where ΣF are the eigenvalues of F and UF are the associated eigenvectors. Suppose m columns of F are randomly 
sampled without replacement. Let A be the n × m matrix of these sampled columns, and S be the m × m matrix 
consisting of the intersection of these m columns with the corresponding m rows. We can rearrange (Eq.1) the 
columns and rows of F without disturbing the generality such that, 

F = ቀ ܵ ்ܤܤ ቁ    with     A =൫ܥ ௌ൯   (1) 

where B Є Rm×(n-m)contains the elements from the sampled objects to the remaining ones, and C Є R(n-m)×(n-m) 
contains the elements between all of the remaining objects. In the case of interest, m ا n, S is very small but C 
is usually large.  

As a technique for finding numerical approximations to eigenfunction problems, the Nystrom method has 
been used for fast Gaussian process classification and regression, low-rank approximation to kernel matrices, 
large-scale manifold learning and image segmentation. Simply, it uses S and A ( Eq.2) to approximate F as  

Fൎ  ෨ = AS+  AT           (2)ܨ

where “+” is the pseudoinverse. The Nystrom method implicitly approximates C by  BS+ BT , and the 
resulting approximate eigenvalues and eigenvectors of F are (Eq.3) ߑ෨F = ቀ ቁΣS    and   ෩ܷF =ට AUSΣS

+         (3) 

where S  =  USΣSUS
+. In a more explicit form, the approximated eigenvectors are written as (Eq.4), ෩ܷF = ቀ US ೄ ఀೄశቁ          (4) 

It can be seen that only A (or S and B) is needed to compute the approximated eigenvectors of F. In this 
procedure, eigendecomposition on the small sample matrix S ЄRm×m is practical, and multiplication with the 
matrix B (i.e., BTUSΣS

+ ) is also feasible. 
The normalized Laplacian matrix [6], ܮ= M-1/2  (M – W) M-1/2 = I - L'         (5) 

where, I is the identity matrix. Replacing I - L' with L' in our algorithm only changes the Eigen values from 
1-λi to λiand not the eigenvectors (Eq.5). 

Apply the A-SpecVAT and P-SpecVAT algorithms to a sample set for perform visual cluster analysis on a 
large data set and then extend the sample clustering result to obtain (approximate) clusters for the remaining 
objects. After obtaining the approximate eigenvectors of F using the Nystrom method [20], we treat each row of ෩ܷFas a new “instance” in the spectral space (implicitly corresponding to an original object in O). We choose the 
new instances corresponding to the choosen samples to obtain the sample SpecVAT images. These SpecVAT 
images are used to determine the number of clusters c by using A-SpecVAT, and then apply P-SpecVAT on the 
best sample SpecVAT image to obtain the data partitioning, i.e., obtaining the class labels of the sampled 
objects {ଵ௦, ଶ,….,௦ ௦ }, say {l1,l2,…,lm}, where li = {1,…, c}. The set of all non degenerate c-partition matrices 
for O is (Eq.6) 

Hhcn = {U Є Rc×n| 0 ≤ uik ≤1, ݅, k}         (6) 
With      ∑ ,ୀଵݑ  = 1, k and ∑ ,ୀଵݑ  ݅,0 <

The objective function is defined as (Eq.7) 
E(U,ܦ෩ ') = Eb - Ew           (7) 

A good U should maximize this objective function (Eq.8), 
U* = arg max E(U,ܦ෩ ') where UЄH*

hcn          (8) 

Accordingly, we select the best SpecVAT image as the one with the maximum goodness value (Eq.9) and 
calculate the number of clusters as 

c = arg max ߪB
2(T*, k)          (9) 
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In addition, this visual partitioning procedure can also operate on the VAT image or other reordered 
divergence images. Finally we got number of clusters(c) and data partitioning. 

V. EXPERIMENTAL RESULTS 
To evaluate the proposed algorithm, we have to perform certain experiments by using unlabeled data sets. In 

this section we compare the existing VAT algorithm with proposed V2VAT algorithm to evaluate the accuracy, 
precision and recall.  We have carried out a data sets for a experiments. The data sets are wine, iris and vehicle 
from the UCI Machine Learning Repository [25]. The number of cluster for this data sets are calculated as per 
steps defined in VAT algorithm and V2VAT  algorithm.  

TABLE I 
C value for different data set using VAT and V2VAT 

Data set Wine Iris Vehicle 
Number of instances 178 150 946 
Number of attributes 13 4 18 
Actual Number of clusters 3 3 4 
C value in VAT 2 4 5 
C value in V2VAT 3 3 4 

 

      
Fig.2. VAT image for wine  Fig.3. V2VAT image for wine                          Fig.4. VAT image for iris  

      

Fig.5. V2VAT image for iris  Fig.6. VAT image for vehicle                    Fig.7. V2VAT image for vehicle 

From that result we obtain VAT and V2VAT image for each data set. This images are compared in this 
section. The output image of the VAT algorithm and V2VAT algorithm are given below (Fig.2 to Fig.7). By 
these VAT image for data set are not clear. So it is difficult to determine the number of clusters exactly. Viewers 
may detect different estimate of C value. But in the image of V2VAT we clearly detect the number of cluster(c). 
In the table.1 give the difference of C value for  V2VAT  from VAT algorithm. From the comparison we can 
identify the proposed paper is more efficient than the existing paper. 
A. Histogram of divergence matrix in V2VAT algorithm 

Histogram is a graphical representation of data distribution means that it gives the probability distribution of 
data. It is also used to estimate the probability density. In structure, Histogram is similar to the bar chart. In this 
place we can view the histogram of divergence matrix of data sets (Fig.8 to Fig.10). For each data set showed 
determine the divergence matrix. Divergence matrix is the basic input for proposed V2VAT algorithm.  

 
  Fig.8. Wine dataset             Fig.9. Iris dataset         Fig.10. Vehicle dataset 
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Let the pixels of an image be represented in L gray levels . The number of pixels at level l is denoted by ml 
and the total number of pixels by N = ∑ ݉ୀଵ . Such a gray-level histogram may be normalized and regarded as 
a probability distribution, i.e pl = ml/N , pl > 0 ,  ∑ ୀଵ = 1. In the above histogram are shown in (Fig.8 to Fig10) 
the distribution of data for wine, iris and vehicle datasets. 
B. Accuracy comparison 

In this section performance is evaluated in terms of accuracy. In this graph Fig.11. We have taken two 
parameters called accuracy and datasets. It helps to analyze the existing VAT and proposed V2VAT algorithm. 
Accuracy can be calculated from formula given below. 

Accuracy = T୰୳ୣ ୮୭ୱ୧୲୧୴ୣ ା T୰୳ୣ ୬ୣୟ୲୧୴ୣT୰୳ୣ ୮୭ୱ୧୲୧୴ୣ ା T୰୳ୣ ୬ୣୟ୲୧୴ୣାFୟ୪ୱୣ ୮୭ୱ୧୲୧୴ୣା Fୟ୪ୱୣ ୬ୣୟ୲୧୴ୣ 

 

            Fig.11. Accuracy comparison              Fig.12. Precision comparison                             Fig.13. Recall comparison 

The accuracy is shown in Fig.11 as the parameter is noted as Y axis and the number of dataset is noted as X 
axis. The blue line represents the existing system and the red line represents the proposed system. From this 
chart we identify that the accuracy of the proposed system is higher than the existing system. From this we can 
easily understand the proposed system is more efficient than the exiting one. 
C. Precision comparison 

In this section the performance is evaluated in terms of precision. The following chart gives the precision 
comparison between the existing and proposed. It can be defined as, 

Precision = T୰୳ୣ ୮୭ୱ୧୲୧୴ୣT୰୳ୣ ୮୭ୱ୧୲୧୴ୣ ା Fୟ୪ୱୣ ୮୭ୱ୧୲୧୴ୣ 

The Fig.12 the chart shows that X-axis will be three data sets and Y-axis is the precision parameter. Even in 
the three data sets also our proposed system has more precision comparing to existing VAT algorithm. From this 
graph, proposed concept is better in precision parameter. 
D. Recall comparison 

In this section, we compare the recall parameter between VAT and proposed V2VAT algorithm. Recall 
means information retrieval. It is mathematically calculated by using the formula as, 

Recall = T୰୳ୣ ୮୭ୱ୧୲୧୴ୣT୰୳ୣ ୮୭ୱ୧୲୧୴ୣ ା Fୟ୪ୱୣ ୬ୣୟ୲୧୴ୣ 

In the Fig.13 chart shows that X-axis is the datasets and Y-axis is the recall rate. In view of this recall 
comparison graph we can conclude as the proposed algorithm is effective in recall performance comparing to 
theexisting VAT algorithm. 

VI. CONCLUSION AND FUTURE WORK  
In this paper the VAT algorithm are developed to V2VAT algorithm. V2VAT algorithm is more effective in 

many cases. This new approach is an efficient solution to overcome the problems in existing VAT algorithm. 
The direct visual validation method is proposed to be advantageous for this paper. The new method obtains the k 
value in simple representation and easy to understand. The divergence matrix used instead of dissimilarity 
matrix where increases the efficiency of the algorithm. A series of experiments on different data set have 
demonstrated that our algorithm performs well in terms of both number of clusters and data partitioning. In 
future we will use higher order statistical method like linear moment (summarize the shape of probability 
distribution), pareto index (specifying the pareto distribution) and nonparametric skew (measures a skewness of 
random variable’s distribution) which is suitable for the complex data types. 
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