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Abstract -A new online grinding wheel wear monitoring approach to detect a worn out wheel, based on 
acoustic emission (AE) signals processed by discrete wavelet transform and statistical feature extraction 
carried out using statistical features such as root mean square and standard deviation for each wavelet 
decomposition level and classified using tree based knowledge representation methodology decision tree 
C4.5 data mining techniques is proposed.  The methodology was validate with AE signal data obtained in 
Aluminium oxide 99 A(38A) grinding wheel which is used in three quarters of majority grinding 
operations  under different grinding conditions to validate the proposed classification system. The results 
of this scheme with respect to classification accuracy were discussed.  

Keywords-Grinding wheel wear, Acoustic emission (AE), Signal pre processing, Discrete wavelet 
decomposition, Decision tree C4.5 algorithm. 

I. 1. INTRODUCTION 
Grinding is a Machining processes which is preferable or necessary to obtain the closer dimensional 

tolerances, surface roughness, or surface-finish characteristics on the material. It is a concluding process that 
uses a rotating abrasive wheel to level the surface of metallic or nonmetallic materials .Surface grinding is the 
most familiar of the grinding operations among this category used by medium scale production units too. 
Grinding wheel characteristics changes during grinding as more material is removed. Due to this reason the 
effectiveness of grinding process on the work piece were affected depressingly most of the time. Grinding wheel 
wear may induce grinding burn and bad surface quality which leads to rejection of components and sometimes 
even serious accidents. Use of the high frequency (range 20kHz to 1MHz) acoustic emission (AE) technique in 
grinding wheel wear monitoring has been budding over recent decade. Though at the same time as vibration 
analysis on grinding wheel wear monitoring is well established, the application of AE to this field is still 
immature.  

 In addition, there are limited publications on the application of AE to grinding wheel wear monitoring. 
Unfortunately, existing approaches dealing with wheel wear are based on human experience and dressing 
interval is roughly determined by means of sparks generation during the process, as a rule by skilled operators. 
This leads to undesirable impacts on grinding process. Firstly, grinding wheel wear might already happen before 
dressing process, which usually causes reduction in performance of grinding operation on work piece. Else, if 
dressing process is carried out in advance of wheel wear, the grinding effectiveness is reduced though the 
abrasive materials are worn out .Grinding wheel wear monitoring is thus essential in grinding process. Indirect 
method of grinding wheel condition monitoring depends on machining process factors and sensor signals such 
as vibration, forces, current, power, temperature, and acoustic emission. Direct method  make use of scanning 
electron microscope to measure grinding wheel surface directly.  

While comparing the both the succeeding method have good prediction with more expensive as well and 
methodology not deployed as in-service ,thus the way is open to go on this path of automated online wheel wear 
monitoring. A brief review over the past two decades on this specific issue is discussed below. 

W.Hundt et al.,(1994) [1] reviewed   the  usage of  Capacitive and piezoelectric sensors have been used for 
monitoring purposes and concluded with suggesting AE technique is a feasible method. karpuschewski et 
al.,(1995)[2] provided a new approach for grinding wheel monitoring system which is used to detect the 
disturbances in the grinding process and the grinding cycle optimization based on the AE and power signals. 
The monitoring application as a foreground process can perform other tasks, like preprocessing or visualization 
using dry and wet condition monitoring systems and concludes with a system utilizing data fusion from different 
sensors, in this case an AE sensor and a power sensor, allied with various methods has been implemented. 
Furthermore, reliable data acquisition techniques and a graphical user interface can be applied.  Amin A. 
Mokbel et al.,(1999) [3] made an attempt to monitor the condition of diamond grinding wheels using the AE 
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technique and  the grinding outcome of hard materials depends  on the condition of the grinding wheel such that 
the abnormal wheel condition on the work piece resulting in an increase in the grinding forces, which affects the 
surface reliability and strength This was achieved found by measuring the work piece  surface roughness Ra 
value . Subrahmanya and Shin [4] provided a new approach of automated feature selection and sensor fusion 
combine with parameter-free model training approach for monitoring of wheel problems such as burn, chatter 
and wheel wear. Grouping of embedded sensor selection algorithm and an approximate estimate of the leave-
one-out error for hyper parameter tuning of least squares–support vector machines were proposed. 

Rogers LM (1979) [5] discussed about the different sensor technologies and finalized with Piezoelectric 
sensor technology is particularly suitable for measuring acoustic emission (AE) in machining process 
monitoring.  T.Warren Liao et al.,(2006) [6]reported that the wavelet-based methodology were  used to analyze 
the raw signals taken from different states and conditions  of for grinding wheel by acoustic emission (AE) 
signals in creep feed mode on alumina specimens with a resinoid-bonded diamond wheel using two different 
conditions.  Adaptive genetic clustering algorithm was finally utilized to classify in order to distinguish different 
states of grinding wheel condition.T. Warren Liao et al., (2005) [7] provided a new approach using a diamond 
wheel on  two ceramic materials with online based by acoustic emission (AE) signal analysis . Preprocessing , 
signal analysis done by using wavelet analysis  and after  feature extraction, and classification of dull and sharp 
wheel is done using  minimum distance classifier (MDC). Liao TW [8] given a new methodology for feature 
extraction and feature selection in sensor-based condition monitoring using acoustic emission signals collected 
during grinding operations and  processed by discrete wavelet decomposition for feature extraction, and then the 
best feature subsets were found by different feature selection methods such as  ant colony optimization and 
sequential forward floating selection method. classification is done by five algorithms as follows are the nearest 
mean (NM), k-nearest neighbor (KNN), fuzzy k-nearest neighbor (FKNN, center-based nearest neighbor 
(CBNN, and k-means-based nearest prototype (KMNP) and it is compared with respect to accuracy.  Pawel 
Lezanski  [9] investigated the cutting abilities of aluminum oxide wheel through the external cylindrical 
grinding process. Back propagation neural network were used for statistical feature selection among the time 
and spectral features obtained from the multiple sensor system and fuzzy logic decision system were used for 
grinding wheel condition monitoring. Warkentin and Bauer [10] investigated the relationships between wheel 
wear of aluminum oxide wheel and various grinding forces for different depths of cut on mild steel and from the 
findings the trend shows the average normal value force for various depths of 10, 20, and 30 mm for tangential 
forces it shows  slight positive slope. Maximum depths of 40 and 50 mm, the data show a negative slope and 
piecewise negative slope, respectively. Li .X [11] & A.G. Rehorn et al.,[12] discussed on their review  about the 
betterment of  indirect ,online  condition monitoring approach which  relies on some sensory signals such as 
forces, power, vibration, and acoustic emission (AE) that highly correlate with the tool condition. T.W. Liao et 
al., [13] focused on the study of grinding wheel surface condition changes both in the constituting grits and the 
overall shape of the wheel when more material is removed. Contrasting other cutting tools, a grinding wheel 
must be prepared after mounted on the machine spindle, first by truing to ensure its roundness, and then by 
dressing to open up the abrasives. Mokbel and Maksoud [14] analyzed raw AE raw signals obtained during 
grinding operation from different  mild steel specimens using a FFT and correlated the AE frequency amplitudes 
of various diamond wheel bond , grit sizes, and using various  grinding wheel/truing speed ratio conditions with 
respect to  surface roughness (Ra) of the  specimens .Kwak and Ha [15] proved that the signal of grinding force 
in surface plunge grinding of STD11 specimen machined by alumina wheel could be better processed by 
wavelet de-noising than by FFT filtering. clearly, the of Daubechies wavelet transform approximation 
coefficients A4 were used for the detection of  wheel dressing time in a sudden signal change at the time or 
frequency domain . Zhensheng Yang & Zhensheng Yang & Zhonghua Yu [16] investigate the raw AE raw 
signals obtained during surface grinding operation. A preprocessing based on discrete wavelet decomposition is 
used to seperate the grinding period signals from raw AE signals. Root mean square and variance of each 
decomposition level are chosen as the feature vector using the same discrete wavelet decomposition. Various 
grinding experiments were performed to validate the support vector machine classification system. T.W. hwang 
et al.,(2000)[17] investigated the diamond grinding wheel and studied the wheel wear rate through means of AE 
technique. The AE signal is extracted at various interval levels during the high speed grinding of silicon nitride 
using a single layer electroplated diamond wheel. It was found that the raw AE signals contained system 
frequencies including the rotational spindle frequency and the specimen frequency and conclude that it 
monotonically increases with wheel wear. Teti R et al., [18] made a review on recent information on tool 
condition monitoring and present an extensive survey of new sensor technologies, signal processing methods, 
and decision making strategies using data mining techniques for process monitoring, Future trends and 
challenges in this field of condition monitoring using sensor were discussed. Alonso et al.,(2008) [19] 
decomposed two vibration signals (longitudinal and transverse) into the trend and the detrended signals, and 
extracted from them several statistical features. It appeared that only the RMS and variance of the detrended   
signals showed a monotonic behavior with tool wear, which meant that the information in the vibration signals 
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about flank wear was mostly contained in the high-frequency components. Further, they extended their 
technique by applying cluster analysis to group the decomposition of the vibration signals .  

Krzysztof Jemielniak & Joanna Kossakowska [20] evaluated the relation  of signal features extracted from 
different wavelet coefficients of raw AE signal during  turning operation of Inconel 625. Statistical features of 
raw signals were automatically extracted from band pass signals using 22 different wavelets and used for tool 
condition monitoring were mentioned. The optimal wavelet was selected because it obtain the best results after 
comparison with other wavelet bases.  

In the above section the importance  of  various methodologies  for  prediction of wheel wear  condition is 
experimentally discussed/proved  by means of acquired  the raw signals from the experimental set up for 
different types of wheels/work  with various conditions of work environment using different sensors, and signal 
processing and is done by various methods such as Time domain analysis , frequency domain analysis  ,wavelet 
analysis  and so on. After signal processing feature extraction process has been carried out . for classification of 
wheel condition  some of the researches used various data mining and soft computing techniques such as Neuro-
fuzzy[9],KNN types[8],Boosted classifiers[7], Adaptive genetic clustering algorithm[26],Support vector 
machine (SVM)[16]  were used. In turn to make an important step towards the on-line condition monitoring in 
industrial scenario This paper presents a new method of evaluation  on grinding wheel wear monitoring system 
based on discrete wavelet decomposition and data mining technology is introduced to wheel wear diagnosis 
field, and a new method based on C4.5 decision tree is proposed. In this method, after data collection, 
preprocessing and feature extraction is done . Then, C4.5 is trained by using the samples to generate a decision 
tree model with diagnosis knowledge. At last the tree model is used to make diagnosis analysis. To validate the 
method proposed, two kinds of running states (dull or blunt) simulated on real surface grinder   to test C4.5.                

II. EXPERIMENTAL SETUP AND EXPERIMENTAL PROCEDURE 
A. Experimental setup 

    The grinding tests were performed on an PRAGA of model 451 surface grinder, white alumina wheel 
(Aluminium oxide 99 A(38A)) of size 250 x 50 x 76.2 were used(Fig-1) .This grinding wheel contains more 
than 98% of Aluminium oxide and particularly suitable for machining of alloy and carbon steels with more than 
0.5% contents of carbon and hardness above generally 62HRC.  The work piece is a steel specimen (AISI 1018) 
has a dimension of 300 mm in length and 50 mm in width as well as height. The grinding process was 
monitored by an physical acoustics corporation standard general purpose acoustic emission sensor (R80D) 
mounted on the side face of the work piece through magnetic force. Its operating frequency was 30kHz-1MHz 
and the AE signal was collected at 1 MHz sampling rate using a PC-based data acquisition card (Peripheral 
component Interconnect -PCI-2).  

 
Fig. 1 Experimental set up 
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B. Grinding Experimental procedure 

                                       
Fig. 2 Schematic view of experiment process 

      The tests were carried out in 12 different grinding conditions on a specimen. A schematic diagram of the 
experimental setup is shown in Fig. 2.The process was initially grinded several times prior to the data 
acquisition to stable the grinding wheel and based on that wheel condition  was assigned with experiments 
keeping grinding parameters include wheel speed as a constant at 2800 rpm and three combinations of depth of 
cut were used to grind the specimens: first with table traverse speed rate /work piece speed  of 12 m/min and 30 
μm depth of cut (the high material removal rate condition) as shown in Fig.4 and second condition  with 8 
m/min and 20 μm depth of cut (the medium material removal rate condition) as shown in Fig.5 and third 
condition  with   4 m/min and 10 μm depth of cut (the low material removal rate condition) as shown in Fig.6 
has taken . 
 Along with the above conditions, experiment was carried out in up grind and as well down grind positions for 
sharp and blunt conditions of grinding wheel. Each wheel has undergone dressing and truing processes before it 
was set to run as per the procedure [6]. The importance of truing and dressing procedure is to prepare the wheel 
more stable and durable through the entire operation. Truing sets the wheel’s improper alignment in the machine 
as well as the wheel’s out of balance, Dressing is done to remove the dust particles which has been stored on the 
surface during grinding. The appropriate coolant was used as per the manufacturer’s instruction in the process. 
After ensuring the grinding wheel contact with work piece during the process, acquisition system would start 
collecting the signals with high sampling rate of 1 MHz in stable sharp state for 12 different conditions as well 
after a period, wheel reached a blunt state for 12 conditions and sample collection was continued for both sharp 
and blunt conditions twice for the same 12 conditions. Every acoustic emission signal segment has 5000 data 
points, which equal to roughly around a duration of 0.4 grinding wheel revolution. Sample size was selected 
based on to reduce the processing time and to preserve sufficient amount of information.   Sample raw AE 
signals containing pre and post grinding signal segment along with grinding signal segment in the duration of 
about 4 seconds were collected.  The wheel was blunt or not was decided based on the grinding sounds and 
sparks with the operator’s experience.Fig.2 shows a Raw AE signals containing   pregrinding, grinding, and post 
grinding signal segments. 
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Fig. 3 Raw A.E signals with pre, grinding and post grinding signals  

III. DATA PRE PROCESSING  
In this grinding process raw signals are sampled at high enough frequency to retain the useful information. 
Because of high sampling rate time series AE signal data acquisition from the whole grinding process would be 
in large quantity for a short period of time .This leads to increase the processing time in continuous online Wear 
monitoring. Preferably, only grinding signals in the process collected to reduce space and to avoid the 
preprocessing of post and pre grinding signals.  To simplify subsequent processing, the grinding signals are 
characteristically segmented and undergo dimensionality reduction by means of specific transformation 
functions that also work in the time domain or in the frequency domain. 

 
   Fig. 4 Raw sample A.E signals with high material removal rate (a) high upgrind sharp (b)high upgrind dull (c) high downgrind sharp (d) 

high  downgrind dull 
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Fig. 5 Raw sample A.E signals with Medium material removal rate (a) medium upgrind sharp (b)medium upgrind dull (c) medium 

downgrind sharp (d) medium downgrind dull 

 
Fig.6 Raw sample A.E signals with Low material removal rate (a) low  upgrind sharp (b)low  upgrind dull (c) low downgrind sharp                    

(d) low downgrind dull 

       Commonly used transformation technique in tool condition monitoring is Fast Fourier transform (FFT) to 
transform the time series data to frequency domain where the signal is used to  deduction of sine and cosine 
waves from the sample. FFT was also execute on sample signals during pre, post grinding and grinding periods. 
The plots are shown in Fig. 7(a), 7(b) and 7(c). It is observed that the frequency spectrum plot of pre grinding 
period signals Amplitude levels were raised at frequency domains in the range of 25kHz to 75 kHz. More or less 
the same range is reflected in   of post grinding period signals after mentioned range, frequency spectrums were 
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relatively weak. But as a contrast frequency spectrums of grinding period signals more than the range of pre, 
post grinding period signals were clearly noticeable for some extent. Moreover, the amplitude is higher than pre, 
post grinding signals grinding signals at the initial stage of frequency scale.    

 
Fig. 7(a) The frequency spectrum plot of Pre grinding period 

 
Fig. 7(b) The frequency spectrum plot  of grinding period   
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Fig. 7(c) The frequency spectrum plot of post grinding period 

These results of FFT helpful us in filtering of pre, post grinding period signals from grinding period signals of 
the samples and after this filtering the chaste grinding period signals which is shown in Fig.4,5&6 were used as 
a sample for wavelet decomposition . In this paper we proposed the wavelet transform method for 
transformation. To obtain this reduction some subset of the transformed coefficients are taken as features .These 
features form a transformed space and it is used  as the input of next process  called classification. In Limitation 
point of FFT, it cannot find the non-stationary transient information from the samples. That is the reason this 
paper focus on wavelet transform. Versatility and Effectiveness of wavelet transform over Fourier transform is 
discussed elaborately by Liao et al. [7, 8].   

IV. THEORETICAL BACKGROUND OF  WAVELET TRANSFORM 
Wavelet transform(WT) is a time-frequency decomposition of a sample  signal into “wavelet” basic function. 
Wavelet analysis  is widely to decomposing, denoising and signal analysis over an non-stationary signals . At 
high frequencies WT gives good time and poor frequency resolution, and at the same time at low frequencies it 
gives good frequency and poor time resolution. Investigation with wavelets proceed with breaking up a signal 
into shifted and scaled versions of its mother (or original) wavelet, that is  obtaining one high frequency term 
from each level and one low frequency residual from the last level of decomposition[25]. In other words 
Decomposition of signal is a process of breaking of signals into lower resolution components with respect to 
levels.  There are two categories of this transformation widely used in wavelet: Continuous Wavelet Transform 
(CWT), Discrete Wavelet Transform (DWT) was discussed in further section. 
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 Table 1- Sample RMS feature values extracted from 11 level  wavelet decomposition for 3 different  conditions of depth of cut 

 
 Table 2- Sample SD feature values extracted from 11 level  wavelet decomposition for 3 different  conditions of depth of cut. 

A. Continuous wavelet transform 

The advantage over the Fourier transform is the continuous wavelet transform had the capability to create a 
time-frequency signal which contains a very good time and frequency localization. This locate the wavelet 
transform apart from the Fourier Transform, the effect were accumulation of higher frequency sine waves 
spread throughout the frequency axis.CWT is widely used to divide a continuous-time function into wavelets. 
The continuous wavelet transform of a time function z(t) is denoted as : 

( , )( , ) ( ) ( )a bCWT x y z t t dtψ
∞

∗

−∞

=          (1) 
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Where   
*

(a,b)
(t)ψ  is a continuous function in both the time domain and the frequency domain called the mother 

/original wavelet and  * represents operation of complex conjugate.   

Further expansion of  
*

(a,b)
(t)ψ gives  

1
( , )

t y
x y xx

ψψ − ∗ =  
     Where   x, y ∈ R, x≠0                           (2) 

In general mother wavelet gives a source function to generate the translated and scaled version of its sibling 
wavelets. As given in Equation. (2), the transform signal CWT (a, b) is defined on plane x - y, were a  and b are 
used to change the frequency and the time location of the wavelet. Whenever high frequency resolution is 
required, the decrement of x will construct a high-frequency wavelet and vice versa is possible. In other side as 
y increases, the wavelet transverses the length of the input signal, and a increases or decreases in response to 
changes in the local time and frequency content of the signals.  
B. Discrete wavelet transform 

Discrete wavelet Transform (DWT) wavelets used  in numerical analysis and functional analysis, gives a 
detailed signals by means of discretely  separating the signals into several approximation . DWT is a wavelet 
transform for which the wavelet ψ(x,y) is discretely sampled. Typically, the DWT can be obtained  from 
discretisation of CWT.As compare with  Fourier transforms DWT captures both frequency and location 
information (location in time).  

( , )( , ) ( ) ( )i jDWT a b x t t dtψ
∞

∗

−∞

=           (3) 

1 2
( , ) 22

i

ii

t k
i j ψψ

 −∗ =  
 

         (4)

 
Where a  and b are replaced by i2 and i2 k respectively. After using the filters on the original signal z(t) the 
decomposition process of low frequency called approximations and high frequency called details were carried 
out and subsequently it can be iterated with successive approximations being decomposed in turn, though the 
signal can be split into many lower-resolution components[24].  
Compare to discrete wavelet transform (DWT), Continues wavelet transform   is computationally slow but it 
gives surplus information about the signals. But in online condition monitoring less processing time is needed 
.In many of the condition monitoring studies type of wavelet was chosen without particular  reasons and wavelet 
coefficients were typically treated as separate time domain signals, As like time domain signals each  signals 
characterized by features  [18], Zhensheng Yang & Zhonghua Yu [16] pointed out the importance of choosing 
the  wavelet function by considering the factors such as  Orthogonality, Compact support and shape of the 
wavelet transform .  

V. WAVELET-BASED DECOMPOSITION AND   STATISTICAL FEATURE EXTRACTION 

The Daubechies wavelets is an important type of discrete wavelet transform  comes under a family 
of orthogonal wavelets[23] .In general db1(Daubechies wavelets ) which is equal to haar wavelets . In this 
present work using Matlab, “wavedec”1D wavelet decomposition function(command) is used for decomposition 
of the sample signals. After filtering the grinding signals from raw signal such as  pre, post grinding  period 
signals, samples were taken and 11-level wavelet decomposition using haar wavelet is carried out on each AE 
sample, For an 11 level decomposition, the number of decomposed signals is 12 including the approximation 
signal a11 Fig.8(a),8(b)  shows sample signal contains  ‘d1 to d11’& a11 decomposed signals taken for a  sharp 
& blunt grinding conditions. Statistical features such as root mean square(RMS) and standard deviation(SD) of 
each separate decomposed signal were calculated to represented signal’s useful information and variation among 
them[19]. As a outcome, for each decomposition, Statistical features RMS and SD is found by and defined as  

2

1

1
R M S

N

t
t

X x
N

=
=


          (5) 
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( )2

1

1
SD

N

t
t

X x
N

μ=
=

−
            (6)                           

Where xt   is a signal series for t = 1, 2,….., N ,  N is the number of data points in each decomposition and  μ
denotes the mean of the sample set. 

 
Fig. 8(a) sample wavelet decomposition  of AE sample signals taken  from  sharp wheel condition(MDS1) 

For each AE signal segment obtained from each decomposition 12 features are thus extracted. Table 1 gives (24 
samples of 12 conditions ) 12-root means square (RMS) feature values extracted from the decomposed signals 
according to the procedure described in this section.  Subsequently Table 2 gives 24 samples of 12-standard 
deviation (SD) feature values extracted from the decomposed signals. From the  24 samples, 12 sample files  
ends with ‘1’ from the table denotes set-1and rest of 12 sample files  ends with ‘2’ from the table denotes set-2 
among those files ‘H’ denotes ‘high material removal rate’ of 30μm., ‘M’ denotes ‘medium material removal 
rate’ of 20μm,‘L’ denotes ‘low material removal rate’ of 10μm.,  , ‘U’ denotes ‘up grinding position’ ‘D’ 
denotes ‘down grinding position’ ‘S’ denotes ‘sharp’ and ‘B’ denotes ‘blunt’ condition of grinding wheel  ( for 
example MUS1 indicates medium material removal rate of 20μm with up grinding direction and sharp condition 
grinding wheel). 
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Fig. 8(b) sample wavelet decomposition  of AE sample signals taken  from blunt wheel condition(MDB1) 

VI. THEORETICAL BACKGROUND OF C4.5 ALGORITHM  
Decision Tree performs under the category of supervised learning, the ability of the decision tree depends on 
resolving a complex process into a set of simple processes of determination. The ultimate aim of this dynamic 
discretisation method is to execute each attribute in every process to select the best test attribute.During creation 
of the decision tree; a training data set is divided based on certain decision rules until one subset match with 
particular class label. In the beginning, the decision tree has a single root node for the whole training data set, 
subsequently for every partition, a new node is supplemented   to the decision tree.  Sample tree is shown in Fig. 
9. Assume D is a training data set and if D is a void set or a set having only single class label, the simplest 
decision tree is a tree having a leaf of that particular class label. Though, Z is a decision rule and having output 

, , ,......... ,1 2 3 nOP OP OP OP ; each data of D include one of these outputs. Therefore test attribute Z generates a subsets 
{D1, D2, D3,... Dn} indicating data output nOP . During each subset of iD  replaces a decision tree relative to 
the iD  in the above procedure and that is to be the final result of this algorithm. 

 

Fig. 9   Sample decision tree model 

Quinlan, (1993) [21]given the methodology of test attribute selection criterion of decision tree had an significant 
importance and how to use information entropy evaluation function calculation based on the information theory 
as the selection criteria as follows.  
Step 1: Determine Info(D) to identify the class label  in the training data set D. 
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ሻܦሺ݋݂݊ܫ ൌ െ ∑ ሼሾ݂ݍ݁ݎሺܥ௜, ,௜ܥሺݍ݁ݎଶሾ݂݃݋ሿ݈|ܦ|/ሻܦ ሿሽ௞௜ୀଵ|ܦ|/ሻܦ             (7) 

Where |D| is the number of cases in the training set. C୧ is a class, i = 1, 2, . . . .K,  K is the number of classes and freqሺC୧, Dሻ is the number of cases included in C୧ 
Step 2: Calculate the expected information value, InfoሺSሻ for test X to partition S ݋݂݊ܫ௑ሺܦሻ ൌ െ ∑ ቂቀ|஽೔||஽| ቁ ௜ሻቃ௅௜ୀଵܦሺ݋݂݊ܫ              (8) 

where L is the number of outputs for test attribute X, S୧ is a subset of S corresponding to i th output and S୧ is the 
number of cases of subset S୧. 
Step 3: Calculate the information gain after partition according to test Z. 

                 Gain (Z) =݋݂݊ܫ௑ሺܦሻ െ  ሻ       (9)ܦ௑ሺ݋݂݊ܫ

Step 4: Calculate the partition information value Split Info(Z) acquiring for S partitioned into L subsets. ܵ݋݂݊ܫ ݐ݈݅݌ሺܼሻ ൌ െ ଵଶ ∑ ቂ|஽೔||஽| ଶ݃݋݈    |஽೔||஽| ൅ ቀ1 െ |஽೔||஽| ቁ ݈݃݋ଶ  ቀ1 െ |஽೔||஽| ቁቃ௅௜ୀଵ                (10) 

Step 5: Calculate the gain ratio of Gain(Z) over Split Info(Z). 
          Gain ratio (X) = Gain (Z)/Split info(Z)    (11) 

 The Gain ratio (Z) compensates for the weak point of Gain (Z) which represents the quantity of information 
provided by Z in the training set. Therefore, an attribute with the highest GainRatio (Z) is taken as the origin 
node of the decision tree.To reduce the process time and over-training or over-fitting over the sample without 
affecting the accuracy of results C4.5 algorithm applies negative error post pruning strategy. For each 
classification node algorithm find an expected error rate based misclassifications at that particular node. The 
procedure followed here to find error rate based on the upper limit of an a confidence interval for the mean E/N 
of a binomial distribution B(E/N) since , proportion of misclassifications is denoted as E/N at the node[22]. 
 Many times, algorithm solves the classification problem with continuous attributes in the discretisation 
process and it has to select the optimal threshold. For a continuous-valued attribute Z, suppose it has ‘m’ values 
in the training set and the values are sorted in ascending order, i.e., { }1 2 m......zz ,z , { }1 2 m...... zz z ≤≤ ≤  a special 

value iz , it split the samples into two set { } { }1 2 i i+1 i+2 m......z ......zz , z , and z , z , .One has Z values up to iz , the other 

has Z values greater than iz  and iz is an optional threshold for discretisation. Therefore, there exist 1m -  type 
of partitions / thresholds will exist. For each of these partitions, compute the information gain and choose the 
partitions that exploit the gain. The boundary value jz in the optimal partition is selected as the optimal 
threshold. This procedure is followed for each and every test attribute.  

VII. IMPLEMENTATION OF DECISION TREE C4.5 CLASSIFIER IN DIAGNOSIS OF WHEEL WEAR 
Consolidated statistical features obtained from table-1 & table -2 with the indication of two common state of 
wheel conditions such as SHARP & BLUNT class labels instead of notations were given as a input for training 
and testing of the proposed C4.5 algorithm in preferable percentage.  
At initial stage the features taken from the experiment divided into two parts as training sample set for train the 
algorithm and testing sample set used for test the validity of the classifier. In general random sample about 60% 
from the feature table were selected for train the algorithm, and the remaining available sample about 40% used 
as testing set. Ten-fold cross-validation is employed to evaluate classification accuracy. The tree generation 
starts from single node representing the sample of training data set .The node becomes a leaf when the samples 
are belong to same class label ,Otherwise, the algorithm split every attribute to select the optimal threshold value 
and uses the information gain  as investigation methodology for select the particular attribute which will 
separate into individual classes. For each separate interval of the test attribute, separate branch is generated, and 
consequently the samples were partitioned. This tree generation process is continued until upon a condition is 
satisfied either the given node sample belong to same class label or non availability of attributes for samples 
further partitioned or There are no samples for the branch test attribute. In this case, a leaf is created with the 
majority class in samples. To improve the algorithm accuracy, pruning method is used to trim the unwanted 
nodes from grown tree. J48 algorithm available in WEKA accomplishment of c4.5 Algorithm is used in this 
work. The trained C4.5 decision tree shown in Fig-10 contains 7 leaf nodes, uses four test attributes (d7, d9, d10 
& d11) .The other test attributes (d1, d2, d3, d4, d5& d6) not shown in model is trimmed by pruning method. In 
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general in a decision tree, a path from root to leaf can be viewed as a classification rule [22]. From this 
approach, a decision tree represents a set of rules. From the Fig. 10, 7 rules were obtained, including the 
indication of   principal dataset feature and value range of other dataset features. The persuaded rules can be 
used as diagnosis knowledge to diagnose grinding wheel wear. This classification is done for each grinding 
condition with respect to different depth of cuts by  separation of statistical feature and taken for training & 
testing of algorithm and follow the above procedures for classification.  

 
State of the wheel 

Overall classification  
accuracy  (%) 

Average classification 
Timing (sec) 

High material removal rate 99.15 0.0082 
Medium material removal rate 98.95 0.0075 
Low material removal rate 96.70 0.0079 

Table-3 Diagnosis results of c4.5 algorithm 

 
Fig.10 Sample trained decision tree with set of rules for different conditions  

As shown in Table -3, Decision tree C4.5 is a good classifier for grinding wheel wear diagnosis. It has high 
diagnosis accuracy of  99.15% for high material removal condition, about 0.5  percentage points less than 
medium material removal condition and more than 2% than the low material removal rate . Even  though while 
comparing the classification timings medium material is shows the best. 

VIII. CONCLUSIONS 
In this proposed study one of the uncomplicated data mining technology decision tree C4.5 is proposed along 
with wavelet based grinding wheel wear online monitoring field and verified by means classification accuracy 
of the algorithm by training and testing of sample data taken from the real time experiment. It is proved by the 
experiment that C4.5 is a good classifier and it can diagnose grinding wheel wear accurately. Acoustic emission 
signals collected from the experiment processed by filtering and useful information concerning wheel wear was 
extracted. The root mean square value and standard deviation of each wavelet decomposition signals  were 
extracted to form statistical features. After  that  statistical features was given as  input into the classification 
algorithm for training and  testing . The experimental results show that classification accuracy could reach up to 
96.70% with a depth of cut 10 μm, 98.95% with a depth of cut 20 μm and 99.15% at the cut depth of 30 μm. For 
multiple grinding conditions accuracy was 95.25%. This indicates that the proposed monitoring method   has a 
good performance for grinding wheel wear prediction.  
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