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Abstract—The aim of this research is the development of a reliable tool to detect early signs of breast 

cancer in mammographic images. Breast cancer is the most frequently diagnosed cancer and the leading 
cause of cancer death of female worldwide. Mammogram is one of the most excellent technologies 
currently being used for diagnosing breast cancer.  In this paper, the Enhanced Artificial Bee Colony 
Optimization (EABCO) is proposed to automatically detect the breast border and nipple position to 
identify the suspicious regions on digital mammograms based on bilateral subtraction between left and 
right breast image. The algorithms are tested on digitized mammograms from MIAS database.  
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I. INTRODUCTION 

Medical image segmentation is the process of labeling each voxel in a medical image dataset to indicate its 
tissue type or anatomical structure. The labels that result from this process have a wide variety of applications in 
medical research and visualization. Breast cancer is considered one of the most important health problems in 
western countries and indeed it is the most common cancer among women. Breast Cancer (malignant breast 
neoplasm) is cancer originating from breast tissue, most commonly from the inner lining of milk ducts or the 
lobules that supply the ducts with milk. Cancers originating from ducts are known as ductal carcinomas; those 
originating from lobules are known as lobular carcinomas.  

Breast cancer is a disease of humans and other mammals; while the overwhelming majority of cases in 
humans are women, men can also develop breast cancer. Mammography is the most used screening tool for 
abnormality detection, because it allows an easy way to identify the cancer. However, it is widely believed that 
not all cancers can be detected using this technique. The detected cancer after a negative mammography are 
called interval cancers, and is one of the goals of the CAD systems to keep low the rate of these cancers. 
Currently screening mammography is advocated for all Indian women Mammography is the process of using 
low-energy-X-rays to examine the human breast and is used as a diagnostic and a screening tool.  

The goal of mammography is the early detection of breast cancer, typically through detection of characteristic 
masses and/or microcalcifications. Radiologists interpret the mammograms and attempt to identify areas of 
potential abnormalities. Therefore, the effectiveness of this screening method is dependent on the radiologist's 
ability to detect areas of subtle irregular abnormalities. It is estimated that between 10-30% of women diagnosed 
with breast cancer have false-negative mammograms[3]. Most of the false-negative cases can be attributed to 
the radiologist's failure to detect a cancer which could be due to misinterpretation, or simply that the radiologist 
overlooked the area. It has been demonstrated that an independent second reading can significantly improve the 
detection rate and decrease the number of false positive cases. 

Computerized tools and analysis can act as an independent secondary reading. The tools can be described as a 
supplement or a "second reader" to assist the physician in detecting and diagnosing breast cancer. Detection is 
the ability to identify abnormal areas in the breast, and diagnosis follows the detection process to identify those 
regions as being benign or malignant. Before these processes can perform their roles a really important pre-
processing step has to take place which is the detection or segmentation of the breast region from the 
background.The proposed intelligent system for mammogram image analysis is designed to help radiologists in 
the diagnosis of cancer at an early stage and it is shown to be effective [13-16]. 

II. IMAGE ACQUISITION 

The Mammography Image Analysis Society (MIAS), which is an organization of United Kingdom research 
groups interested in the understanding of mammograms, has produced a digital mammography database. The 
data collection that was used in this experiment was taken from the Mammography Image Analysis Society 
(MIAS). The X-ray films in the database have been carefully selected from the United Kingdom National Breast 
Screening Programme and digitized with a Joyce-Lobel scanning microdensitometer to a resolution of 50 μm × 
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50 μm, 8 bits represent each pixel. The database contains left and right breast images for 161 patients, is used. 
Its quantity consists of 322 images, which belong to three types such as normal, benign and malign. There are 
208 normal images, 63 benign and 51 malign, which are considered abnormal. Figure 1 shows the mammogram 
images from MIAS database [17]. 

 
Figure 1: Input mammograms images from MIAS Database 

III. ENCHANCEMENT 

This section deals with pre-processing and enhancement activities such as removal of film artifacts and labels, 
filtering the image, normalization and removal of pectoral muscle region. The enhancement method consists of 
four processing steps. In the first step, the given images are identified as left or right breast image and the film 
artifacts such as labels and X-ray marks are removed from the mammogram. In the second step, the high 
frequency components are removed using weighted median filtering. In the third step, to avoid the difference in 
contrast and brightness of the mammograms images caused by the recording procedure are normalized by image 
processing techniques. In the fourth step, the pectoral muscle region is removed from the breast region by using 
modified tracking algorithm. Figure 2 shows the enhanced mammogram images 

 
Figure 2: Enhanced mammogram images 
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IV. SEGMENTATION OF SUSPICIOUS REGION 

The suspicious region or microcalcifications is segmented using Bilateral Subtraction for a pair of images.  
Thangavel et al. and Cheng et al. have presented a study on methods of various stages of automatic detection of 
microcalcification in digital mammograms [18-20]. In this section, the metaheuristic algorithm such that the 
Artificial Bee Colony (ABC) is implemented to extract the suspicious region based on the asymmetry approach.  

The Artificial Bee Colony algorithm is proposed by Karaboga in 2005, and the performance of Artificial Bee 
Colony Optimization is analyzed in 2007 [6-12]. The Artificial Bee Colony Optimization algorithm is developed 
by inspecting the behaviours of the real bees on finding food source, which is called the nectar, and sharing the 
information of food sources to the bees in the nest. In the ABC, the artificial agents are defined and classified 
into three types, namely, the employed bee, the onlooker bee, and the scout. Each of them plays different role in 
the process: the employed bee stays on a food source and provides the neighbourhood of the source in its 
memory; the onlooker gets the information of food sources from the employed bees in the hive and select one of 
the food source to gather the nectar; and the scout is responsible for finding new food, the new nectar, sources. 
The process of the ABC algorithm is presented as follows: 

In the ABC algorithm, the number of employed bees is equal to the number of food sources which is also 
equal to the number of onlooker bees. There is only one employed bee for each food source whose first position 
is randomly generated. In each iteration of the algorithm, each employed bee determines a new neighboring 
food source of its currently associated food source by Equation )( kjijijijij ZZZV   , and computes the 

nectar amount of this new food source: )( kjijijijij ZZZV   where ij is a random number between 

[0,1]. If the nectar amount of this new food source is higher than that of its currently associated food source, 
then this employed bee moves to this new food source, otherwise it continues with the old one.  

After all employed bees complete the search process; they share the information about their food sources with 
onlooker bees. An onlooker bee evaluates the nectar information taken from all employed bees and chooses a 
food source with a probability related to its nectar amount by Equation 
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where iitf is the fitness value of the solution i which is 

proportional to the nectar amount of the food source in the position i and SN is the number of food sources 
which is equal to the number of employed bees. Once all onlookers have selected their food sources, each of 
them determines a new neighboring food source of its selected food source and computes its nectar amount. 
Providing that this amount is higher than that of the previous one, and then the bee memorizes the new position 
and forgets the old one. The employed bee becomes a scout bee when the food source which is exhausted by the 
employed and onlooker bees is assigned as abandoned. In other words, if any solution cannot be improved 
further through a predetermined number of cycles which is called limit parameter, the food source is assigned as 
an abandoned source and employed bee of that source becomes a scout bee. In that position, scout generates 
randomly a new solution by Equation. ))(1,0( minmaxmin

jjjj
i ZZrandZZ  Assume that zi is the 

abandoned source and j Î {1,2,...,D} where D is the solution vector, the scout discovers a new food source which 
will be replaced with zi: ))(1,0( minmaxmin

jjjj
i ZZrandZZ    Where j is determined randomly which is 

different from i. 

A. Detection of the Breast Border using EABCO 

A histogram-based thresholding technique is used to generate a binary image to separate the breast and the 
non-breast region. The EABCO enhances the breast border [5]. Border detectors detect the edges in the binary 
images, where each pixel takes on either the intensity value zero for a non-border pixel or one for a border pixel. 
Each pixel in the binary map corresponds to an underlying pixel in the original image. In this proposed system, 
the breast border is detected by the morphological operations. 

1. In each row, the border pixel will be considered as the centre and 20 pixels to their right and left are 
selected for border enhancement. 

2. Now a thick border of the breast along with the thin air film region is obtained as a separate image. 
3. EABCO is applied to this image to obtain the enhanced border region.  
4. The employee bee of the EABCO visits all the given pixels and finds the best pixels with higher 

intensity values. 
5. The onlooker bee consolidates all the results and converges to a single and unique result, thereby 

identifying the border pixel in each row. 
6. The enhanced border by the EABCO will act as reference points for further segmentation process. 
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Figure 3: Breast Border detection using EABCO 

B.  Identification of the Nipple Position EABCO 

The nipple may appear either in profile or not in profile. The nipple is located on the mammogram close to 
where the rate of change among gray levels is larger than in the rest of the breast. This section presents 
Enhanced Artificial Bee Colony Optimization (EABCO) algorithm to identifying the nipple position. EABCO is 
a recent heuristic search method whose mechanics are inspired by the swarming or collaborative behaviour of 
biological populations [1, 2]. The major objective of this paper is to extracting suspicious region from back 
ground tissue or mammogram. In bilateral subtraction, the asymmetries between corresponding left and right 
breast images are considered for extracting the suspicious region from the background tissue. The breast border 
and the nipple position are used as reference points for alignment of mammograms.  

Algorithm: Nipple position Identification using EABCO 

1. The breast border is considered as the reference region. EABCO is applied only to these reference regions. 
2. The pixel values are inversed, to make EABCO as easy process. 
3. The employee bee of the EABCO visits each pixel in the given border and shares their best pixels with high 

intensity with the onlooker bee. 
4. The onlooker bee analyse the results of the employee bee. 
5. Automatically the results will converge to a single region that defines the nipple position of the given 

image. 
6. The final result of the EABCO will be the nipple position. 
7. This enhanced nipple position by the EABCO will act as reference points for further segmentation process. 

Figure 4 shows the Identification of the Nipple Position using Enhanced Artificial Bee Colony Optimization 
algorithm. 

 
Figure 4:  Identification of the Nipple Position using EABCO 
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C.  Alignment of Mammograms 

Right and left breast images must be aligned prior to subtraction. Alignment involves the selection of border 
points and nipple position for transforming the coordinates of one image in order to align the left and the right 
images. In this section the right breast image is always transformed. The right mammogram is displaced and 
rotated to align the images and the coordinates of the detected nipples of both the images are used to determine 
the displacement. Figure 5 shows the transformed image. 

 
Figure 5:  Transformed image 

D.  Generating the Asymmetry Image 

 After the images are aligned, bilateral subtraction will be performed by subtracting the digital matrix of the 
left and right breast image. Microcalcifications in the right breast image have positive pixel values in the image 
obtained after subtraction, while microcalcifications in the left breast image have negative pixel values in the 
subtracted image. As a result, two new images are generated: one with positive values and the other with 
negative values. The most common gray value is zero, which indicates no difference between the left and the 
right images. The asymmetry image can be threshold to extract suspicious regions. Figure 6 shows the 
segmented image using bilateral subtraction 

 
Figure 6: Segmented image using bilateral subtraction 

V. EXPERIMENTS AND RESULTS 

The effectiveness of the proposed technique is determined by extracting the suspicious region from the 
mammogram image using bilateral subtraction. The true positive detection rate and the number of false positive 
detection rate at various thresholds of the asymmetry images are used to measure the algorithm’s performance. 
These rates are represented using receiver operating characteristic curves (ROC). True positive (TP) and false 
positive (FP) rates are calculated and selected on the segmented image to generate the ROC curve. A region 
extracted in the asymmetry image that overlaps with a true abnormality as provided on the ground of truth 
image is called a true positive detection. The ground truth image is taken from the MIAS database. The white 
region indicates the suspicious region. An overlap means that at least 60% of the region extracted lies within the 
circle indicating the true abnormality as determined by the MIAS database. 
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VI. PERFORMANCE STUDY 

The ROC curve is a plot of the classifier’s true positive detection rate versus its false positive rate [2]. The 
false positive (FP) rate is the probability of incorrectly classifying a non-target object (e.g. normal tissue region) 
as a target object (e.g. suspicious tumor region). Similarly, the true positive (TP) detection rate is the probability 
of correctly classifying a target object as being a target object. The ROC is the best suited to analyze the 
performances of segmentation. The area under the ROC curve (Az value) is an important criterion for evaluating 
diagnostic performance. The ROC curve is in the range between zero and one. The value of Az is 1.0 when the 
diagnostic detection has perfect performance, which means that TP rate is 100% and FP rate is 0%. The Az 
value is computed by trapezoidal rule. The Az value for the proposed algorithm is 0.964. 

TABLE I 
The Experimental Results and Comparison 

V.  CONCLUSION 

The EABCO was used to detect the border and to find the nipple position. The experimental results and 
comparison shows in table 1. Based on the table, the bilateral approach produces better result. It was observed 
that the EABCO has performed well. The effectiveness of the proposed technique is determined by extracting 
the suspicious region from the mammogram image using bilateral subtraction. The true positive detection rate 
and the number of false positive detection rate at various thresholds of the asymmetry images are used to 
measure the algorithm’s performance.  
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