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Abstract— Brain Cancer is one of the most dangerous problems today. Brain Tumor is controlled 
growth of cancerous or non-cancerous unhealthy cells in the brain. In the present world brain tumor are 
a very dangerous disease and the main reason for many deaths. Magnetic Resonance Imaging is mostly 
used the medical image for the brain tumor analysis. The main objective of the paper is to classify the 
brain tumor various stages using Convolutional Neural Network algorithmbased on Brain MRI images. 
Brain tumor analysis is done with the help of Convolutional Neural Network and the work is also 
compared with another popular machine learning classifier like Random Forest and K Nearest 
Neighbors. During the comparison, the Convolutional Neural Network is considered as one of the best 
classifiers for classifying the various stages of a brain tumor. The average accuracy of the brain tumor 
classification with the help of Convolutional Neural Network classifier is 98% with cross-entropy is 0.097 
and validation accuracy is 71% so the Convolutional Neural Network is found to be one of the efficient 
methods for performing different stages of brain tumor classification. 

Keyword - MRI Image,Convolutional Neural Network, Random forest, K Nearest Neighbors, Median Filter, 
TensorFlow, Feature Extraction. 

I. INTRODUCTION 

Today we are living in a modern world and observed that the rate of the disease is increasing day by day. The 
tumor is one of the dangerous diseases which can be on any part of the body which means the irregular shape of 
the body or lump on body’s part. The most dangerous tumor is a brain tumor where the tumor is in the brain and 
very difficult to cure it. These unhealthy cells can also affect healthy brain cells. It can be classified as a primary 
and secondary type. A benign tumor is of the primary type which is not cancerous. A malignant tumor is of the 
second type which stores cancerous cells. A malignant tumor is very dangerous for life. It’s very difficult to find 
a brain tumor and its types. 

In the field of medical diagnosis, medical image data is very important. For medical diagnosis, we need to 
take the medical image information. Mostly used images are CT scan, X-ray, MRI etc. To obtain the internal 
structure of the brain, Brain Scan medical technique is used. The most used brain scan technique is MRI because 
of its high resolution. MRI has a lot of information about the brain structure and it also displays any 
abnormalities within the brain cell [1]. There are many advanced methods in Machine Learning and Deep 
Learning which are used for image processing. For Classification, we need to use Support Vector Machine 
(SVM), Neural Network or other related models. There are a lot of learning classifiers available such as ANN, 
PNN, KNN, C4.5 and Multi-layer Perceptron etc. and each has their own advantages as well as disadvantages. 
For image classification, Deep Learning Models is widely used for the same reason. Its architecture can 
represent complex relations. From the past few years, Deep learning has got a lot of attention. 

Convolutional Neural Networks (CNN) is a method which used for recognizing the image. It has been 
competing with other methods established in recent times. CNN's are a collection of neurons with learnable 
weights and biases.CNN is used for achieve good accuracy in image classification with avoids the pre-
processing and It can able to learn complex features automatically from images [2]. TensorFlow library is the 
best choice for the above requirement which is developed by Google and supports the CNN, RNN and other 
related neural network models. TensorFlow one of the mostly used library in the field of the image recognition, 
speech recognition and many other deep learning algorithms. TensorFlow is open source python library which 
released by Google in 2015 and using it the deep learning models designing, building and training is easy. 
TensorFlow shows mathematical computation as a graph which has edges and nodes. In the graph edges 
represent data which is flow one node to another node. 

 

 

 

ISSN (Print)    : 2319-8613 
ISSN (Online) : 0975-4024 Sourabh Hanwat et al. / International Journal of Engineering and Technology (IJET)

DOI: 10.21817/ijet/2019/v11i1/191101022 Vol 11 No 1 Feb-Mar 2019 67



II. RELATED WORKS 

Monica Subashini and Sarat Kumar Sahoo [3] hasproposed a method to detect a tumor in brain MRI image. 
They appliedpulse coupledNeural Network for enhancing the brain MRI images and back propagation network 
for classification the brain MRI images. They observe that image enhancement and segmentation using 
pulsecoupled Neural Networkand back propagation network helps in detection of brain tumor in MRI image. 

       Danda Shashank Reddy et al., [4] has used Naïve Bayes and decision tree algorithms for prediction the 
brain tumor based on the tumor Origination, symptoms, treatment and Tumor Occurrence. Based on the result 
they observed that decision tree is simple and easy to predict the brain tumor treatment than the Naïve Bayes 
algorithm. 

       Nikita Singh and Naveen Choudhary [5] has proposed a new approach to classifying the brain tumor 
MRIimageusing Hellinger decision method HD-Tree and HD-Forest algorithms. In the proposed system they 
have used 97 brain tumor MRI images to classify based on the different features like symptoms of brain tumor, 
centroid and shapes. The performance of HD-forest was better than LA-SVM with 96.50% where LA-SVM 
accuracy was 96%. 

       A. Sankari and S. Vigneshwari [6] has proposed a CNN based brain tumor classification method. The 
proposed work used the non-linearity activation function which is a leaky rectifier linear unit (LReLU). They 
mainly focus on Basic Feature which is Entropy, Mean and Standard deviation of the images. they analysed that 
CNN is working better for representing the complex features of brain tumor tissues. 

       Yuehao Pan et al., [7] has used brain tumor MRI images for getting useful information for classifying brain 
tumor grading. In the proposed method they used CNN algorithms for developed a brain tumor grading system. 
The performance of CNN based on sensitivity and specificity is improved by 18% compared to the Artificial 
Neural Network. 

G Vijay Kumar and GV Raju [8] has proposedArtificial neural network base early brain cancer detection system. 
Proposed system used neuro fuzzy logic for Brain tumor detection. They observed that the proposed model 
detection time and accuracy is 50-60 % improved compared to the existing neuro classifier. 

       Dena Nadir George et al., [9] showed an accuracy of Multi-layer Perceptron is better than C4.5 classifier. 
The proposed approach used C4.5 and MLP based on the major axis length, minor axis length, Euler Number 
feature shape of tumor. Proposed approach trained with 174 images of brain tumor MRI. The Multi-layer 
Perceptron classification rate was 95.2% and C4.5 classification rate was 91.1%. 

       Eman Ali et al., [10] has proposed a neuro fuzzy approach for classification of brain tumors MRI images 
based on the tumor shape and size. The proposed system used different classification algorithms with k-means 
and CBIR segmentation methods. They observedthat the performance of Tree Augmented Naive Bayes Nearest 
Neighbor (TANNN) algorithm is better than other algorithms and the classification time rate of K-Nearest 
Neighbor is minimum compared to other classification algorithms. 

       Sunil L. Bangare et al., [11] used Support Vector Machine classifier for brain tumor tissues. They proposed 
an effective method approach for classification brain tumor with Genetic algorithm and SVM classifier.The 
Genetic algorithm used for feature extraction and SVM for classification. The proposed system detects the 
tumor based onmean, mod, and median values of the tumor region and classify the MRI brain tumor type. 

       Vaishnavi S. Mehekare et al., [12] has proposed a system for detection of brain tumor using CNN classifier 
and Local Binary Patterns (LBP) feature extracting method. Relu Activation function is used in the CNN 
algorithm. The proposed method was tested using 100 images and it provides 86% accuracy. 

J. Seetha and S. Selvakumar Raja [13] has proposed an automatic brain tumor detection model using the CNN 
classification algorithmfor the classification of tumor or non-tumor detection. The classification achieves 97.5% 
accuracy on CNN which is better than SVM and DNN classification algorithms.  

According to related work, it is observed that theConvolutional Neural Network is considered as one of the 
bestalgorithms for brain tumor MRI image classification. 

III. METHODOLOGY 

In this section, the brain tumor MRI image classification algorithm are explained based on the Convolutional 
Neural Network, Random forest and K Nearest Neighbors classification techniques. Brain tumor classification is 
very important for medical diagnosis and high accuracy is also needed when human life is involved.The 
proposed methodconsists ofsixdifferent steps involved for the classification of brain tumor MRI image which is 
shown in figure 1. It involved input image, image pre-processing, image segmentation, feature extraction, 
classification and performance evaluation of classifiers. 
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The appearance of the brain MRI image has generated with the help of MRI scanner. the strong magnetic 
fields and radio waves help to generate MRI image. MRI directly effects the treatment of patients. The tumor 
has highlighted in the MRI image with white color. 

B. Pre-Processing 

The pre-processing is a very important step in image processing for improving the quality of the image. 
Removing noise, resize image is the basic step in the image pre-processing. The first step of the pre-processing 
is converting MRI images into the Grayscale image. Skull masking and the image noise removing is a very 
important step in brain MRI image classification it will help to improve classification accuracy rate. Skull 
Masking is the process of removing brain tissues from non-brain tissue from the brain [16]. It improves the 
accuracy of diagnosis and also helps in improving the classification result. In this research work imclearborder, 
Bwareafilt and imdilate method are used for skull masking. 

C. Segmentation 

In the Segmentation technique, separate an image into multiple slices and object regions [17]. The major 
advantage of using Image Segmentation is a way to change the image into easier recognizable and analysable 
format. The Binary thresholding techniques are used in this proposed work. The MRI images have numbers of 
pixel intensity, which is greater than or less than to threshold value. 

,ݔሺݐܽ݀ ሻݕ ൌ ሼ
,ݔሺܿݎݏ݂݈ܸ݅ܽݔܽ݉ ሻݕ  ݄ݏ݁ݎ݄ݐ

݁ݏ݅ݓݎ݄݁ݐ0
 …………………………… (1) 

The Threshold equation (1) takes the x and y values as an input which is basically the pixel values of images 
with respect to x-axis and y-axis. “MaxVal” is the set threshold value which compares with input values, when 
the input is greater than the set threshold value it gives output is set Maxval value and it is shown with white 
color in gray images. when the input pixel intensity values are less than the set threshold, its output is black 
color (assign 0 value). The Morphological techniques also used in this proposed work with segmentation 
techniques. The morphological action is normally performed on binary images. It processes the operations based 
on shape and it has a wide set of the image processing operation. Erosion and Dilation are two methods of 
morphological operations which used in this proposed work. 

In this proposed work Erosion and dilation operations used together. Two main steps of the erosion and dilation 
morphological operation are Opening and closing. The first step is the opening of the MRI binary image. The 
main work of opening operation is open up a gap which is present in between object and connect that to a small 
collection of pixels. After setting of the bridge, the erosion again restored with their actual size using dilation. If 
the binary image has been opened then the subsequent opened same structured elements have not affected on 
that image. After completing the opening operations next step is the closing operation. Based on the Closing 
operation while keeping the original region sizes, the erosion and dilation can handle different hole in the image 
region. 

D. Feature Extraction 

 Feature extraction method used to get the very important features in the images for reducing the process time 
and complexity in the image classification [18]. Global features are extracted from the image, from all areas in 
the input images. Global features of the MRI image can be extracted by the Haralick, Hu Moment, color 
Histogram, Hough transform, Discreate Cosine Transform (DCT), Discrete Random Transform (DRT) etc. 
current research work used Hu Moment, Haralick and color Histogram for extractingvarious features like shape, 
texture and color. 

 Gray-level co-occurrence matrix (GLCM)proposed by Haralick whichis one of the most famous and widely 
used texture measures methods. Haralick proposed fourteen measures of textural features. GLCM is able to 
measures many features from the input image like Contrast, Homogeneity, Entropy, Correlation etc. The 
Contrast is used for measuring the differences of intensity level between the given pixel and its connected pixel. 
The contrast level is high means intensity differences in GLCM is alsohigh. The Entropy is basically the 
randomly arranges of not in ordered values of MRI image.  If the value of entropy is biggest, the co-occurrence 
matrix’s all elements are in small and same, and also the value of elementsare equal. 

 The Histogram and Hu moment used for features extraction. They extract the global features from the MRI 
brain images. The Histogram used statistic information about gray levels of the image. Hu Moment used to 
define, characterize and quantify the shape of an object in the image. Its normally extracted from the outline of 
the object in the image. Hu moment also able to extract image shape feature vector to represent the shape of the 
object. 
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E. Classification 

Classification is the process of classifying the items according to its type and pattern and selecting the 
suitable classifier results in accuracy and improved performance for various datasets [19]. 

1)  ConvolutionNeural Network Classifier:  The ConvolutionNeural Network (CNN) classifier is usedmainly 
for image and video recognition.The CNN is able for automatically learning the respective feature for data itself. 
The CNN follows few steps like receiving different inputs, calculating the sum of their weights, forward output 
to activation function and respond with the desired output. Based on CNN classification, the Brain MRI images 
important features like lines, edges, and object etc. complex features automatically able to identify withmore 
accurately. 

 
Fig. 3. Structure of a Convolution Neural Network 

The Structure of the Convolution Neural Networkis shown in Fig. 3. The Convolution Neural Network has 
majorly 4 layers. Input layer, Convolution layer, pooling layer and Fully connected layer [20]. The equation (2) 
shown the Rectified Linear Unit (ReLU) activation function which has input x as an input value. If the input 
value is less than 0, in this time the output is 0. If the input value is greater than 0, in this time the output is not 
changed the same equal to the input. 

ሻݔሺܷܮܴ݁ ൌ ൜
ݔ ݂݅  0  ൏ 0
ݔ ݂݅ ݔ  0

……………………………………………… (2) 

The Convolution Neural Network is built with the help of TensorFlow in python. TensorFlowis python based 
opensource library. It helps us for numerical computation in time of CNN classification model creation. It can 
train and run deep neural networks for classification models for the neural network. TensorFlow can support 
production predication scale, with the same models used for training. It provides Activation Functions and 
applying dropout regularization. Inception-v3 is the pre-trained models on the TensorFlow and it is a mostly 
used image recognition model. The Inception-v3 model has convolutions, pooling, max pooling, and fully 
connected layers building blocks. 

2)  Random Forest Classifier:The Random Forest is a technique to get large groups of binary decision trees. 
It is mainly based on two random processes. Randomly sampled training set. Another one is introduced in the 
building process of the tree [20]. For obtaining bootstrap set need to use the first one. In each node, only select 
features are used to search for the best split. A simple flow of the random forestis shown in the fig. 4, which is 
shown that all the random forest has its own result and based on the numbers of result classifier chosen the 
correct result. 
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Fig. 4. Random Forest Workflow 

Random forest is one of the popular supervised learning algorithms which is most flexible and easy to use. It 
has many decision trees that why it is the most accurate and robust method. In this proposed work, Scikit-learn 
library used for importing the Random forest classifier. The extracted features from brain MRI is used for 
classifying the brain tumor MRI. Random forest creates a group of many decision trees and each decision tree 
give one result. The final random forest classification result depends on the aggregates the votes from different 
decision tree. 

3)  K-Nearest Neighbors Classifier:K Nearest Neighbors classifier is Supervised classification method. 
During the training time, without having any previous information about the structure of the dataset it classifies 
the training set based on the k value. In the proposed work Scikit-learn python library used for importing the 
KNN classifier in the program. K Nearest Neighbors algorithm known as a lazy learner as well because it 
doesn’t learn from the training data but memorize the training dataset. The algorithm is based on similar features. 
As there is no training phase, K Nearest Neighbors keeps all training data and used it during the testing phase. 
How closely our features resemble out training set determines how images classify a given data point. The 
outcome of this algorithm is a discrete value which is based on the majority of votes from its neighsbors. If the k 
value rises the confidence in prediction improves [21]. 

K Nearest Neighborsclassify the input images based on the value of its neighbors and value of k. All the 
distance measures are only for continuous variables. If a value of k value is big than the overall noise reduces. 
The final classification is decided based on the result of the minimum distance. Minimum distance means the 
value or features is more suitable for the closest group. KNN is work better when the input dataset is continuous 
but it also works well for another type of datasets. 

IV. RESULTS AND DISCUSSIONS 

This section explains the result and discussions about the proposed methodology. Its start with dataset 
description then image pre-processing where three types of noise removing method is compared and analyses 
the best noise removing method. The CNN classifier is used for classification and compared with another image 
classifier. 

A. Dataset Description 

The MRI images are mostly used images in the medical. A data set of 94 MRI images has been taken for this 
research work. In the data set abnormal images have been divided into two categories benign and malignant. In 
this research work, images are classified into three types of Brain MRI which are Benign, Malignant and 
Normal Brain. 
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TABLE 1.  PERFORMANCE EVALUATION OF ALGORITHMS 

S. No. Algorithms Dataset Size Classification Rate (%) 
1 CNN 94 98 % 

2 RF 88 89 % 

3 KNN 88 88 % 

 The Table 1represent the performance of variousclassifier.  CNN classifier performs is good compared to 
RF and KNN with the used MRI image dataset. The accuracy of the brain tumor MRI images using CNN was 
around 98% while the accuracy of RF was 89%. CNN is a deep learning algorithm and this table shown that 
deep learning is good for image type dataset. In the CNN the features are automatically selected by the CNN. 

 
Fig13. Performance Graph on Classifiers Accuracy 

 After completing the classification performance evaluation is shown in fig. 13. The accuracy results are 
shown as a graphical form with like a blue point. Fig.13 shows that CNN classifier is work better compare to 
KNN and RF. 

 In this research work, the CNN algorithm used for classifying a brain tumor with the help of the MRI 
images. The accuracy for the training of the model is 98% with cross-entropy is 0.097 and validation accuracy is 
71% which is better than the result of the Random Forest and k-Nearest Neighbors classifier. 

V. CONCLUSION 

In this research work, three different classification algorithms used for brain tumor classification as a benign, 
malignant and normal MRI images. Proposed method used Dilate and Bwareafilt method for skull removing. 
The median filter used for removing noise of the image. Binary threshold with morphological segmentation 
helped for highlighting the tumor in the MRI images. In the proposed method Hu moment, Haralick and 
Histogram helped to extract the global features. The classification performed with the help of CNN, RF, and 
KNN. The CNN is achieved maximum accuracy of 98% with cross-entropy is 0.097 and validation accuracy is 
71%. The Random Forests achieved 80% of accuracy and K-Nearest Neighbors achieved 74% of accuracy 
which is lesser than CNN. The analysis of research work, results proved that Convolutional Neural Network 
image classification method is better compares to other machine leaning classification methods. 
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