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Abstract—Flexible Alternating Current Transmission System devices (FACTS) are power electronic 
components. Their fast response offers potential benefits for power system stability enhancement and 
allows utilities to operate their transmission systems even closer to their physical limitations, more 
efficiently, with improved reliability, greater stability and security than traditional mechanical switching 
technology. The unified Power Flow Controller (UPFC) is the most comprehensive multivariable device 
among the FACTS controllers. According to high importance of power flow control in transmission lines, 
new controllers are designed based on the Elman Recurrent Neural Network (NEWELM) and Neural 
Inverse Model Control (NIMC)with adaptive control. The Main purpose of this paper is to design a 
controller which enables a power system to track reference signals precisely and to be robust in the 
presence of uncertainty of system parameters and disturbances. The performances of the proposed 
controllers (NEWELM and NIMC) are based neural adaptive control and simulated on a two bus test 
system and compared with a conventional PI controller with decoupling (PI-D). The studies are 
performed based on well known software package MATLAB/Simulink tool box.   . 

Keyword - FACTS, UPFC, PI-D, NEWELM, NIMC, Neural Adaptive Control, Synthesis, Stability, 
Robustness. 

I. INTRODUCTION 

The industrialization and the growth of the population are the first factors for which the consumption of 
electrical energy increases regularly. In addition we live today in the era of electronics and informatics and any 
expenses are very sensitive to disturbances that occur on their supplies: a loss of power can cause the 
interruption of the different processes of the production; and in front of consumers who are becoming more 
demanding in wanting more energy and best quality, enterprises of production of electrical energy must 
therefore ensure the regular supply of this request, and without interruption, through a mesh network and 
interconnected in order to prove a reliability in their service; and increase the number of power plants, lines, 
transformers etc., which implies an increase of the cost and the degradation of the natural environment[14]. 

The networks increased continuously And they becomes complex and more difficult to control. This system 
must drive in large quantities of energy in the absence of control devices and sophisticated adequate, a lot of 
problems can occur on this network such as: the transit of the reactive power in excess in the lines, the hollow of 
voltage between different parts of the network…etc. and this fact the potential of the interconnection of the 
network will not operate properly. Up to the end of the eighties, the electrical networks were controlled by 
electromechanical devices having a response time of the more or less long, coils of inductance and Capacitors 
switched by circuit breakers for the maintenance of the voltage and the management of the reagent[6-9-12]. 
However, problems of wear as well as their slow action does not allow to operate these devices more than a few 
times a day, they are therefore difficult to use for a continuous control of the flow of power. Another technique 
of adjustment and control of reactive powers, tensions and transits of power using the power electronics has 
made its evidence.  

The solution to these problems is to improve the control of the electrical systems already in place. It is 
necessary to equip these systems of a certain degree of flexibility allowing them to better adapt to the new 
requirements. The rapid development of the electronic power has had a considerable effect in the improvement 
of the conditions for the functioning of the electrical networks in the performance of the control of their settings 
by the introduction of control devices on the basis of components of Electronic Power very advanced (GTO, 
IGBT) known under the acronym facts: "flexible alternating current transmission systems”. 
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To be able to lead to a reliable command of the system, it is indispensable to proceed to a decoupling of the 
two components. The decoupling of two loops is obtained by subtracting the term (߱) through a reaction 
against .It is then conducted to a rule which provides a command with decoupling (PI-D) of the currents Id and Iq 
with a model which can be rewritten in the following form: 
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                                        (9) 

The design of the control system must begin with the selection of variables to adjust and then that of the 
control variables and their association with variables set. There is various adjustment techniques well suited to 
the PI controller.  

The structure of the PI controller is represented by the first block diagram of Figure 4. 

 
 
 
 
 
 
 
 
 
 

Fig. 4.  Adjustment structure of the PI type 

In control, we obtain the following controller, depending on the damping coefficient ξ and the frequency  ߱ே : 
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There are two well-known empirical approaches proposed by Ziegler and Tit for determining the optimal 
parameters of the PI controller TABLE I.  

TABLE I : optimal Parameters of the PI controller. 

Type of regulator  Kp Ti Kd 

PI             PI 0.45Kcr 0.83 Pcr 0 

The method Ziegler-Nichols [31] used in the present article is based on a trial conducted in closed loop with a 
simple analogy proportional controller. The gain Kp of the regulator is gradually increased until the stability 
limit, which is characterized by a steady oscillation. Based on the results obtained, the parameters of the PI 
controller given by TABLE II: 

TABLE II: Parameters of the PI controller in our system 

Parameters  
Ki ߱଴ Kp ξ 

Valeas 20.000 314.156 0.45 0.200 

a. PERFORMANCE EVALUATION: 

Simulation are performed a Pentium PC under MATLAB/Simulink software program. The transmission line 
and the UPFC (two inverters) system are implemented with simulink blocks. 

For each of the control systems, a simulation model is created which includes the required PWM .The 
parameters of the simulation model are selected to be equal to the parameters of a laboratory UPFC model [3-
26], which are listed in TABLE III. 
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TABLE III: The parameters of the laboratory UPFC model 

Parameter name Symbol Value Unit 
Network voltage Vr 220 V 

Voltage of the receiver Vs 220 V 

DC voltage Vdc 280 V 

Network frequency f 50 HZ 

The capacity of the common circuit DC C 2 mF 

Inductance 1 L1 1.125 mH 

Resistance 1 R1 100 Ω 

Inductance 2 L2 1.125 mH 

Resistance 2 R2 100 Ω 

b. Simulation results (system UPFC with PI decoupling control): 

 
Fig. 5.  Currents waveforms Isa, Isb and Isc (A). 
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Where u (t) is the control vector, x (t) the state vector, and y (t) the output vector of dimension for a discrete 
system to the sampling process parameters Te at times of Te sample k are formalized as follows: 

     Xሺt ൅ 1ሻ ൌ Aୢ Xሺtሻ ൅ B Uୢሺtሻ                                                                      (13) 

     Yሺtሻ ൌ Cୢ xሺtሻ ൅ Dୢ Uሺtሻ                                                                              (14) 

The system is of order 1, so it requires a single state variable x. this state variable represents the output of an 
integrator as shown in Fig. 

             x(t) = y(t)                       x* (t) = y*(t) 

 
 
 
 
 
 
 
 

Fig. 11.  . Block diagram of the state representation of the UPFC 

The transfer function  Gሺsሻ ൌ Yሺsሻ Uሺsሻ⁄   of our process UPFC can be written as: 

              Gሺsሻ ൌ
ଵ

௦ା ௥ ௅⁄
                                                                                        (15) 

We deduce the equations of state representation of the UPFC: 
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With:         Uሺtሻ ൌ eሺtሻ െ k xሺtሻ 

Let:      Xሺt ൅ 1ሻ ൌ ሾܣௗ െ ௗሿ xሺtሻܤ ܭ ൅  ௗ eሺtሻ                                               (17)ܤ

             ܻሺݐሻ ൌ  ሻ                                                                                      (18)ݐሺݔ ௗܥ

The dynamics of the process corrected by state space is presented based on the characteristic equation of the 
matrix [Ad - Bd K], where K is the matrix state space controlled process. 

Our system is described in matrix form in the state space:  

Where:             ൜
∗ݔ ൌ ݔܣ ൅ ݑܤ
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                                                                          (19) 
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a. UPFC SYSTEM IDENTIFICATION USING ERNN( NEWELM) : 

The identification makes it possible to obtain a mathematical model that represents as faithfully as possible 
the dynamic behavior of the process [4-5-7]. A process identified will then be characterized by the structure of 
the model, of its order and by the values of the Settings .It is therefore, a corollary of the process simulation for 
which one uses a model and a set of coefficients in order to predict the response of the system. 

The figure shows the network Elman consisting of three layers: a layer of entry, hidden layer and a layer of 
output. The layers of entry and exit interfere with the outside environment, which is not the case for the 
intermediate layer called hidden layer. In this diagram, the entry of the network is the command U (t) and its 
output is Y (t) .The vector of state X (t) from the hidden layer is injected into the input layer. 
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Fig.12. Structure of the NEWELM 

The state vector X (t) from the hidden layer is injected into the input layer. We deduce the following 
equations:  

                   Xሺtሻ ൌ W୰ Xሺt െ 1ሻ ൅ W୦ Uሺt െ 1ሻ                                                 (20)  

                   Yሺtሻ ൌ W଴Xሺtሻ                                                                                  (21)  

Where, Wh ; Wr et Wo are the weight matrices. Equations are standard descriptions of the state space of 
dynamical systems. The order of the system depends on the number of states equals the number of hidden layers. 
When an input-output data is presented to the network at iteration k squared error at the output of the network is 
defined as: 

௧ܧ                    ൌ ൫ݕௗሺݐሻ െ ሻ൯ݐሺݕ
ଶ
                                                                          (22) 

For the whole training data u (t), yd (t) de t = 1, 2… N, the summed squared errors is:  

ܧ                    ൌ ∑ ௧ܧ
ே
௧ୀଵ                                                                                      (23) 

 The weights are modified at each time step for W0 : 

   
డா೟

డௐబ
ൌ ൫ݕௗሺݐሻ െ ሻ൯ݐሺݕ

డ௬ሺ௧ሻ

డௐబ
 

   
డா೟

డௐబ
 ൌ ൫ݕௗሺݐሻ െ .ሻ൯ݐሺݕ ்ܺሺݐሻ                                                                         (24) 

For Wh et Wr,  
డா೟

డௐ೓
ൌ െ

డா೟

డ௬ሺ௧ሻ
.

డ௬ሺ௧ሻ

డ௫ሺ௧ሻ
.

డ௫ሺ௧ሻ

డௐ೓
  

డா೟

డௐ೓
ൌ െ൫ݕௗሺݐሻ െ .ሻ൯ݐሺݕ ଴ܹ

்.  ሻ                                                                    (25)ݐሺݑ

డா೟

డௐೝ
೔ ൌ െ

డா೟

డ௬ሺ௧ሻ
.

డ௬ሺ௧ሻ

డ௫೔ሺ௧ሻ
.

డ௫೔ሺ௧ሻ

డௐೝ
೔    

డா೟

డௐೝ
೔ ൌ െ൫ݕௗሺݐሻ െ .ሻ൯ݐሺݕ ଴ܹ

௜.
డ௫೔ሺ௧ሻ

డௐೝ
೔                                                                      (26) 

The latter we obtain:   
డ௫೔

డௐೝ
೔ ൌ ்ܺሺݐ െ 1ሻ ൅ ௥ܹ

௜ డ௫೔ሺ௧ିଵሻ

డௐೝ
೔                                                                           (27) 

      Equation shows that there is a dynamic trace of the gradient. This is similar to back propagation through 
time. Because the general expression for weight modification in the gradient descent method is: 

ܹ߂              ൌ െߟ
డா೟

డௐ
                                                                                        (28) 

The dynamic back propagation algorithm used to identify a state space model of the UPFC for NEWELM 
(Elman network) can be summarized as follows: 

߂ ଴ܹ ൌ െܧߟሺݐሻ்ܺሺݐሻ                                                                                         (29) 

߂ ௛ܹ ൌ .ሻݐሺܧߟ ଴ܹ
்ሺݐሻݑሺݐሻ                                                                                 (30) 

߂ ௥ܹ
௜ ൌ .ሻݐሺܧߟ ଴ܹ

௜ሺݐሻ ቀ
డ௑೔ሺ௧ሻ

డௐೝ
೔ ቁ                                                                             (31) 

If the dependence of X (t-1) on Wi   is ignored, the above algorithm degrades is the standard back propagation 
algorithm: 

డ௑೔ሺ௧ሻ

డௐೝ
೔ ൌ ்ܺሺݐሻ ൌ ்ܺሺܶ െ 1ሻ                                                                              (32) 
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Fig. 13.  UPFC system presentation with state space and (ERNN-NEWELM). 

   Note that the performance of the identification is better when the input signal is sufficiently high in 
frequency to excite the different modes of process. The three weights Wo ,Wr and Wh which are respectively the 
matrices of the equation of state of the process system (UPFC) [C, A and B] became stable after a rough time t = 
0.3s and several iterations fig. 9. 

Remarque: For the NEWELM is assumed through the vector is zero (D = 0). 

In online learning Elman network, the task of identifying and correcting same synthesis are one after the other. 
Or correction of the numerical values of the parameters is done repeatedly so the estimation error Fig. 10 takes 
about almost a second (t = 1s) to converge to zero ie regulation in pursuit.  

b. Estimation of the parameters: 

The input used of the Echelon type, is envisaged for identification systems [19].It is obvious that the entry is 
better than on the other (rail, Sinusoid……) from the point of view of the identification. In order to allow an 
identification by entries to excite the maximum of the modes of the system without too disrupt its normal 
operation, if it wants to pull a lot of information, in particular the excite in the entire frequency band interesting, 
one uses in general a variation in the niche market of pseudorandom binary sequence (PRBS) Superim The 
design of a system of efficient regulation and robust requires knowing the dynamic model of the process, which 
describes the relationship between the variations of the command and the variations of the measure. The 
dynamic model can be determined by direct identification. 

 The classic method type "Response Level" requires signals of excitation of large amplitudes; its 
accuracy is reduced, and does not allow the validation of the model. 

 The current methods, with algorithms for recursive identification on micro computers offer a better 
precision and operate in open or closed loop mode with excitation signals of very low amplitude (0.5 
to 5 per cent of the op pseudo random binary sequence (PRBS), and rich in frequency. 

The Pseudo Random Binary Sequence (PRBS) is a signal consisting of rectangular pulses modulated 
randomly in length, which approximate a white noise discreet, therefore rich in frequency and average value of 
zero, not amending the operating point of the process. Easy to generate; it is commonly used in the identification 
procedures. Posed on useful signal. 

Therefore, in our project it was used for the identification of the parameters of the system a network neuron 
said network of Elman with three layers .As has already been seen. Note that the performances of the 
identification are best when the input signal is rich enough in frequencies to excite the different modes of 
process. To obtain its results, a pseudo random binary sequence ( PRBS) is used as the excitation signal and are 
of the estates of rectangular pulses modulated in width, which are approximate to a white noise discrete which 
have a rich content of frequencies. 

For the simulation it was chosen: 

 Network Elman (NEWELM) to three layers [Entry, hidden and output] is respectively [vector 
command, the vector of state and output vector] 

  A rich signal of frequency pseudorandom binary sequence is of languor in 1023 and of 
amplitude 1V. 

 A PRBS signal fig 14. Is input to system to provide reasonable convergence of the neural 
network weights for the controller to start with. 
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Fig. 16.  Basic scheme of IMC 

In this figure, we find the main elements of a feedback loop: 

The system H(s), output y(t), 

 The model of the ܪ෡ሺݏሻsystem, obtained by prior identification of the system, 

 The corrector R(s), 

 The set point or the excitation e(t), 

 A disturbance d(t). 

The study of the structure makes it possible to establish the following operating equation, linking the output 
Y to the input E and the perturbation D: 

ܻሺݏሻ ൌ
ோሺ௦ሻ.ுሺ௦ሻ

ଵାோሺ௦ሻ.൫ுሺ௦ሻିு෡ሺ௦ሻ൯
. ሻݏሺܧ ൅

ଵିோሺ௦ሻ.ு෡ሺ௦ሻ

ଵାோሺ௦ሻ.൫ுሺ௦ሻିு෡ሺ௦ሻ൯
.  ሻ                                 (33)ݏሺܦ

The error of characterization (or modeling) the system that represents the difference between the system and 
its model is represented by the term: 

ሻݏሺܪ߂ ൌ ሻݏሺܪ െ   ሻ                                                                                      (34)ݏ෡ሺܪ

The errors signal w (t) rebuilt the disturbance D (t) and the error of characterization following the command u (t): 

 ܹሺݏሻ ൌ .ሻݏሺܪ߂ ܷሺݏሻ ൅  ሻ                                                                           (35)ݏሺܦ

So we can say that the stability of the whole when R(s) and ܪ෡ሺݏሻare stable 

For an ideal model     ܪ෡ሺݏሻ ൌ ሻݏሻ  and   ܴሺݏሺܪ ൌ   ሻିଵ a perfect pursuit of trajectoryݏ෡ሺܪ

ሻݐሺݓ   ൌ ݁ሺݐሻ , ∀ d (t) 

An online estimate of unmeasured disturbances  ሚ݀ሺݐሻ ൌ ݀ሺݐሻ                          (36) 

b. Neural Inverse Model Control Design: 

It is quite obvious that this excludes many cases, and thus the effective implementation of the IMC structure 
goes through techniques which are in two general principles: 

 Minimize the sensitivity of the IMC structure for maximum disturbance rejection 

 Maximizing the complementary sensitivity for a better pursuit 

In the basic principle of the internal model control, the closer the model is to reality the more the structure 
approaches an open-loop structure. 

A closed loop type corrector can therefore compensate for this handicap while enlarging the class of systems 
for which the structure is applicable. On the other hand, the gap between the actual system and its behavioral 
model may be due to multiple reasons, so it is more reasonable to consider this signal as exogenous to the 
control. The structure of Figure 16 is modified as shown in Figure 17 [1]. 

 
 
 
 
 
 
 
 
 
 

Fig. 17.  Block diagram of internal model control with input disturbance 
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The low-pass filter (Filtering model), obviously has an impact on the behavior of the closed-loop system; on 
the model-following as well as on the disturbance rejection ability. The model M is determined by the Widrow-
Hoff learning law [27]. 

The training of the network consists in modifying, with each step, the weights and bias in order to minimize 
the quadratic errors at output by using the law of Windrow-Hoff. With each step of training, the error at output 
is calculated as the difference between the required target t and the output y of the network. The quantity to be 
minimized, with each step of training k, is the variance of the error at the output of the network. 

௞ܧ ൌ ݁௞
೐்݁௞ ൌ

ଵ

ଶ
ሺݐ௞

೐்ݐ௞ ൅ ௞ݕ
೐்ݕ௞ െ ௞ݕ2

೐்ݐ௞ሻ                                                         (37) 

Te: The sampling time is equal to 1ms .This time will be maintained throughout this study. 

The estimation of output and the error are calculated by: 

ሺ݇ሻݖ  ൌ ሾെݕሺ݇ െ 1ሻ ሺ݇ሻݑ ሺ݇ݑ െ 1ሻሿ ൥

ଵݓ

ଶݓ

ଷݓ

൩ ൅ ܾଵ; ݁ሺ݇ሻ ൌ ሺ݇ሻݕ െ  ሺ݇ሻ          (38)ݖ

The learning of the network of neuron is to modify, at each sampling, the weight and bias (estimation of 
parameters) in order to minimize the quadratic criterion of the squares of the errors in the output. 

The inverse model controller y (t) is given by the following equation: 

ሻݐሺݕ ൌ
௕భା௕మ௭షభ

ଵା௕మ௭షభ ݐሺݑ െ 1ሻ                                                                                   (39) 

Where 

ሻݐොሺݑ ൌ
ଵ

௕భ
ሻݐሺݕ ൅

௔భ

௕భ
ݐሺݕ െ 1ሻ െ

௕మ

௕భ
ݐሺݑ െ 2ሻ                                                      (40) 

So the weights and the bias fig. 18 are calculated as follows: ݓଵ ൌ
ଵ

௕భ
ଶݓ ,  ൌ

௔భ

௕భ
   and           ݓଵ ൌ

௕మ

௕భ
 

The control law is described by: ݑሺݐሻ ൌ ௖ݓ    ௖ ߮    withݓ ൌ ሾݓଵ ଶݓ      ଷሿݓ

And    ߮ ൌ ሾݎሺݐሻ ݐሺݕ െ 1ሻ ݐሺݑ െ 2ሻሿ                                                           (41)  

 
                                                

 

 

Fig. 18.  Evolution of the weights and Estimation error (NACIMS) 

IV. COMPARATIVE SIMULATION STUDIES BETWEEN NACSS-NEWELM AND NACIMS: 

Time (s) 
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Fig. 19.  Analysis of P and Q of the two controls by neural networks at ± 30% of XL. 

       Adaptive Neural Feedback Control (ANFC) is a hybrid control that has allowed them to control any 
variation in tracking, regulation or stability. The results of the simulation showed the strength of our neural 
adaptive controller (NAC).We can say that the decoupled PI regulator would be ideal for the UPFC system 
control if the ± 30% variation of the reactance did not degrade its dynamic performance, as pointed out in this 
article. The process model is never perfect. 

The results of this analysis of the two controls by neural networks at ± 30% of XL fig.19 are summarized in 
the following points: 

 All control strategies indicate that the proposed regulators have better dynamic performance and are 
much more robust than the traditional PI controller. They seem to be very high performance dynamic 
regulators. 

 Thanks to the generalization capacity of network neurons, the use of a neural identification regulator 
allows an improvement in the dynamic performance of the regulator approached. It has even been 
demonstrated by simulation that a neural identification regulator can solve the problem of the 
incapacity of parametric variations regulator PI of the line. 

V. CONCLUSION  

In this article, our UPFC system based on three robust control methods has been proposed. As the controller 
(PI – D) and approach the control of neural adaptive applied on (NEWELM and NIMC). These control 
strategies introduce enough flexibility to set the desired level of stability and performance. Practical constraints 
were considered by introducing appropriate uncertainties. The methods above have been applied to a typical test 
of a single-phase power system bridge. Simulation results showed that designed regulators were able to ensure a 
robust stability and performance a wide range of uncertainty of parameters of transmission .but line orders two 
hybrid (NACSSS-ERNN and NACIMS) in case of modification of the parameters of the system and an 
excellent ability to improve the stability of the system under small disturbances. 
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