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Abstract — This paper presents the application of the LMS adaptive filter for the short-term wind
power prediction, generated by a wind energy conversion system based on historical wind speed and wind
power data, for a period of 24 hours with a step of one second. To compare the predicted power with that
measured for a specific period. There are two steps in the process of predicting of wind power. In the first
step, the raw data collected by the laboratory computer system. This step prepares the validated data to
be used to construct an estimated model. In the second step, the LMS adaptive filter is applied to
construct a model to predict wind power.
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I. INTRODUCTION

The world's primary reserves of polluting primary energy (oil, natural gas, coal, uranium) sooner or later it will
be exhausted, while the very industrialization of the last decades its demand for electricity is always increasing.
This has pushed countries towards the use of nuclear power plants to meet its energy needs. This energy source
has the distinct advantage of not causing air pollution unlike thermal power plants, but the risk of nuclear
accidents, waste treatment and burial are real problems that make this energy unattractive to the future
generations.

Faced with this problem several countries have turned to renewable energies. Indeed, a real global challenge is
taken seriously today, as well on the policy of reducing greenhouse gas emissions. These sources of renewable
energy include wind energy and the one with the highest energy potential.

It is clear that Morocco is seriously engaged in this challenge with the installation of several photovoltaic
power stations and wind farms whose objective is to achieve a 50% renewable energy production of national
production by 2030 , Which also motivated us to direct our research work on renewable energies, specifically
wind energy.

The main problem of wind power is that the primary energy (the wind) is not controllable. This means that the
power output of the wind turbines will vary according to the wind speed. It is therefore necessary to implement
solutions in order to allow the manager to limit the impact of these productions on electric network [1].

Therefore, the objective of this work is to implement an efficient prediction method based on adaptive filters to
provide an estimate of the output power of a wind turbine for prediction horizons not exceeding the hour. This
will enable the manager in the future to optimize the management of his electricity network by facilitating the
integration of the wind resource [2].

Il. PROBLEM

One of the main factors contributing to slowing down the integration of wind energy into energy distribution
networks is the variation of the power produced. Indeed, the energy production of a wind power plant depends on
weather conditions that vary randomly. It is therefore impossible to control the power produced by the wind
turbines [3]. Operators of the grid power which must meet the energy demand need to make forecasts of
distribution of electric energy several days in advance in order to maintain the electric network balanced at all
times. In this context, developing tools capable of predicting the output power of wind turbines several hours
ahead is a key solution, to enable this source of energy to be more easily integrated into grid energy distribution.
This solution could also help to increase its economic value, which is affected by its variation. Several
mathematical methods are used in wind power prediction, such as the autoregressive moving average process,
adaptive filters, artificial neural networks and methods based on meteorological forecasts digital. The latter
methods use of autoregressive models based on the use of time-indexed data history called time series. The
analysis of the wind speed series shows that we are dealing with a stochastic process. Indeed, these wind
measurements are presented as a sequence of random variables indexed by time [4].
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I11. SUGGESTED SOLUTION

The adaptive methods in signal processing aim at the automatic adaptation of the processing operators to the
statistical properties of the signals and the systems, as well as the adaptation to their variations over time. It is
therefore a well-balanced mixture between stationarity. Which to get rid of, or at least to reduce statistical
properties, or the purely random fluctuations, and non-stationarity, meaning the "slow" variation over time of
these properties [5].

A filtering is made adaptive if its parameters and the coefficients are modified according to a given criterion, as
soon as a new value of the signal becomes available. These changes must follow the evolution of the systems in
their environment as quickly as possible. Adaptive filtering is generally associated with real-time operation,
figure (1) shows principle of an adaptive filter.
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Fig.1. Principle of an adaptive filter

Adaptive filters can be classified according to the choices made on the following points [6]:
- The optimization criterion

- The algorithm for the coefficients updating

- The structure of the programmable filter

-The type of processed signal, mono or multidimensional.

There are two important classes of optimal linear filters:

- Wiener filtering (where the considered signals d(n) and x (n) are stationary),

- Kalman filtering (which is a generalization of the Wiener filter also valid in the case of non-stationary
processes (or signals)).

IV.CHOICE OF THE ALGORITHM
The choice of the algorithm will be made according to the following criteria:

- The speed of convergence, which will be the number of iterations necessary to converge "close enough™ to
the optimal solution

- The measurement of this "proximity" between this optimal solution and the solution obtained
- The tracking capability of the system's non-stationary variations

- Robustness to the noise

-The complexity

- The structure (modularity, parallelism ...)

- The numerical properties (stability and precision) in the case of a limited precision on the data and the
coefficients of the filter [7].

V. DIGITAL APPLICATIONS

Adaptive filtering is a powerful tool in signal processing, digital communications, and automatic control. The
applications are diverse but have the following characteristics: there is an input x (n) as well as the desired
response d (n) and the error e (n) (e (n) is the difference between d (n) and the output of the filter y (n)), serves to
control the values of the filter coefficients. This essentially differentiates applications that come from the way we
define the desired response d (n). There are four main classes of applications [8]:

- Identification of systems
- Prediction

- Reverse Modeling

- Interference cancellation
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VI.THE LMS FILTERING METHODOLOGY FOR THE PREDICTION OF WIND POWER
A. The LMS algorithm
In this work, we are interested in the application of adaptive filters in the field of prediction, so we want to

predict the power delivered by a 3 kW wind turbine with horizontal axis from historical data recorded for 24
hours with a time step of a second.

This algorithm is very simple, which is the most popular adaptive algorithm. Its complexity is M
multiplications by iteration [9].

Calculation of filter output

y, =h"(n)x(n) @
Calculation of the error

e(n)=d(n)-y(n) (2)

Filter update

h(n+1) = h(n) + zx(n)e(n) 3)

Tap weight vector

W= Wy, W, Wy, W, | 4)
Signal input

x(n) = [x(n), x(n=1),x(N=2),.... x(n=N + [ (5)

d (n) is the signal at time (n) and y (n) the signal predicted from the signal at the previous instants d (n-1), d (n-
2), ...

The function (2) represents the error between the filter output and the reference. A simple LMS algorithm is
used to minimize this error. The figure (2) shows the principle of prediction by an adaptive filter.
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Fig.2. Principle of prediction

The optimal filtering problem is to find the "best" filter, which allows to obtain at the output y(n) response as
close as possible to a desired response d(n) when the input is a given sequence u(n). [10].

The error between the desired response d (n) and the output y(n) is denoted by e n) =y (n) -d (n). We also note
h (n) the impulse response of the filter.

A simple algorithm can be written as:
fori=1:nk,
e(i)=d(i)-w(i)*x(i);
w(i)=w(i) + (m*e(i)*x(i))
end.
Where e, x and w are defined as previously and m is the adaptation rate.
B. Convergence of the LMS algorithm:
To analyze the convergence of the LMS, we introduce the filter error as follows:

e(n)=d(n) - y(n) (6)
The convergence factor must satisfy the following inequality:
O<u< ! (7)

N x Maximum input power
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C. Stability of LMS
The LMS algorithm is convergent in the mean square if and only if the step-size parameter satisfy

2 8
O<u<——
)

max

Here A, is the largest eigenvalue of the correlation matrix of the input data.
Extra practical test for stability is given by:

0< p<- . 2 ©)
input.signal . power

Large values for step size increase adaptation rate (faster adaptation) and increase residual mean-squared
error.

D. Choice of filter order

The choice of an optimal order for an adaptive filter model is made according to a compromise between the
complexity of the model chosen and the residual error of identification. Akaike (1973) proposes two criteria:
FPE (Final Prediction Error) and AIC (Akaike Information Criterion). The FPE is defined by [11]:

FPE(D) = (b o

2 s an estimator of the variance of

Where the N Represents the length of the signal, p the filter order and o
the noise.

The AIC criterion can be formulated as:
aic=2N 4 (no? (11)
N

Based on the AIC function (9) to choose the model with the lowest Akaike information criterion. The order
obtained corresponds to p being around 20.

VII.THE PLATFORM AND DATA DESCRIPTION
A. Platform description:
The wind system is installed on the roof of Moroccan school of engineering sciences in Casablanca (latitude
= 33.5415060 and longitude = -7.6735389). This platform was constructed for the research and educational
purposes. The platform is made up of two wind turbines. One with horizontal axis and the other with vertical

axis both produce a power of 3kW, connected to the electrical network of the school, figure (3) present the
EMSI wind system platform.
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Fig.3. EMSI Wind system platform
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B. Data description and analysis:
The study is executed on a turbine of a 3 Kw; it is a three bladed horizontal axis model. The following table
presents the wind turbine data. Table | present de wind turbine data.

TABLE I. The wind turbine data

Signification Symbol Value
Blade Radius R 3m
Base wind speed \Y 12 m/s
Power coefficient Co 0.48
Optimal relative wind speed A 8.1
Moment of inertia J 0.3125 kg/m?

Abdellatif ELMANSOURI et al. / International Journal of Engineering and Technology (IJET)

The data of wind speed (m/s) and output power (w). Are monitored by sensors installed at the tower. All the
acquired data is averaged over a one-second period for turbine power curve measurement. The following table
describes the data history of wind speed and electrical power.

TABLE Il. Data description

Data group Start time End time No. of Data points Description
A 23/03/2016 23:59 24/032016 12:00 6725 Training data set
B 23/03/2016 12:01 24/03/2016 23:59 6724 Testing data set
The figure (4) presents a plot of data wind speed and output power.
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Fig.4. Group data of power and wind speed.
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Fig.5. Plot of power data points.

Figure (5) shows the appearance of several points for which the power of the wind turbine has a negative or
zero value. These data correspond to the stops of the turbine.
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VIIl.  SIMULATION RESULTS

The suggested solution was simulated using (Matlab / Simulink). Figure (6) shows the predicted power curve
and the reference; while Figure (7) shows the same results but within a reduced range to clearly see the margin

error between the reference and the measurement. The adaptation step used here is 4 = 0.00000003 .
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Fig.6. Wind turbine output power variation of predicted and data power with zz = 0.00000003 .

1800 -
Actual
1600 . Prediction
1400 -
1200 -
% 1000 -
800
5
600 Iy
|
e t
400 [ "\
ol &
200 ok i
W ITWRA
/@ IJ
‘ ‘ i ‘ F
250 300 350 400 450 500

Sample index

Fig.7. Zoom of wind turbine output power variation of predicted and data power with x = 0.00000003 .

So we can see correctly that the predicted curve follows the reference with an acceptable margin of error. The
results of the following simulations also show the predicted power and the reference, but this time with a greater

adaptation step than the first one » = 0.000003 .
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Fig.8. Wind turbine output power variation of predicted and data power with 4 = 0.00003 .
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Fig.9. Zoom of wind turbine output power variation of predicted and data power with ¢z = 0.00003 .

From Figures (8) and (9) it can be seen that when the adaptation step has been changed to a larger one. The
algorithm converges more rapidly compared with the one that has a smaller step, but the residual error is greater.

I’X.CONCLUSION

The first part of this work is devoted to the presentation of the LMS algorithm and its application to the
prediction of the power curve of a wind turbine. While the second part presents the platform of renewable
energies of the Moroccan School of engineering Sciences and the description of the historical data. Finally,
simulation results show correctly that the predicted curve follows the reference with an acceptable margin of
error and it can be seen that when the adaptation step has been changed to a larger one. The algorithm converges
more rapidly compared with the one that has a smaller step, but the residual error is greater.
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