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Abstract: Data Mining is used to peruse the recurring trends in the given data sets. This analysis may put on display, new features and insights to the given data set and thus alleviate its usage. This paper includes multiple standard data mining algorithms, K-means clustering models, and naive Baye’s classifiers and discusses their overview to cluster the objects belonging to the given data sets. Also, an algorithm is proposed so as to implement the dynamic clustering and to improve the flexibility of these algorithms.
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I. INTRODUCTION

The algorithm in data mining (aka machine learning) is used to convert the unorganized data sets into an organized model. For this conversion, the algorithm searches for the patterns which are recognizable or various kind of trends in the given data set and the results are iterated many times to acquire the most favorable parameters required to model them. This model may take any form such as a clusters’ set, a decision tree, a mathematically model or simply a set of rules.

These models for the mining can be deployed to various applications, for instance:

1) Forecasting: Sales prediction, prediction of loads or downtime of the server
2) Risk and probability: Choosing the customers for a specific service or product or in the prediction of certain disease by calculating the occurrences of the symptoms or other outcomes and calculating their respective probabilities.
3) Recommendations: Determination of the a-priori products selling, generating recommendations about the products consumed together
4) Finding sequences: The customer interest areas are scrutinized, prognosing its outcomes.
5) Grouping: Separating objects or customers into the cluster of co-related items, analyzing their trends and predicting their relevant interest areas.¹

The obtained parameters are finally applied on the entire data set so as to excerpt actionable trends and patterns. For further analyzing the pattern, a detailed statistics can be created subsequently.

II. K-MEANS CLUSTERING

This algorithm divides M data points (which are in N dimensions) into K clusters in order to minimize the within-cluster sum of squares. We try to achieve the "local" optima solutions such that no inter-cluster data point manoeuvre reduces the within-cluster sum of squares.¹

Basically, this algorithm creates k clusters and pairs similar type of objects in a unique cluster. Thus k clusters are formed in such a way that the constituents of a certain cluster are similar as compared to the non-cluster constituents of a certain data set.

A. Proceedings

Initially, k initial cluster centres are selected and then iteratively refined as:

1. Each instance dᵢ is assigned to its closest cluster centre.
2. Each cluster centre Cⱼ is then updated and this becomes equivalent to the mean of its elemental instances.²

These steps are iterated until no further change is there in the apportionment of instances to clusters. Simply we may say that iterations are continued till cluster memberships are stabilized. This is called convergence.
Fig 1. K-means output for sample data set having clustered data and respective centroids \(^{[3]}\), \(k=3\)

Here, using random instances from the data items, the clusters are initialized and the data items used are either numeric or symbolic, solely. For the numeric type of features, the Euclidean distance metric is used and for the symbolic type of features, the Hamming distance is computed. \(^{[3]}\)

B. Advantages

K-means algorithm is simple and easy to implement. It has quirky speed and efficiency as compared to other algorithms.

It could be brought to bear for exploring whether there are overlooked patterns or relationships in the dataset.

C. Limitations

k-Means can only be used to initial clustering of an immense dataset and it is needed to be followed by a big-budget cluster analysis on the parted out sub-clusters.

III. NAIVE BAYES

In this method, the data items are scrutinized statistically for their classification. Cogitating on these inferential statistics the decisions and inferences are puzzled out by applying the Bayesian reasoning. Thus precedent events knowledge guides subsequent similar events.

In this algorithm, it is assumed that every trait of the data being classified is independent of all other traits given the class. This assumption of independent dataset traits grounds it’s naming with the word naive. Bayes’ Theorem is denominated after prominent statistician Thomas Bayes.

It may be represented as:

\[
P(h/e) = \frac{P(e/h) \cdot P(h)}{P(e)} = \frac{P(e/h) \cdot P(h)}{P(e/h) \cdot P(h) + P(e/~h) \cdot P(~h)}
\]

Eqn 1: Baye’s Theorem \(^{[4]}\)

- Where \(P(h)\) is the prior probability of hypothesis \(h\).
- \(P(h/e)\) is the posterior probability of hypothesis \(h\) (in presence of the evidence \(e\)).
- \(P(e/h)\) is the likelihood of evidence \(e\) on hypothesis \(h\).

A. Proceedings

The elucidated equation for classification may be put in writing as:

\[
P(\text{Class A} | \text{Trait 1, Trait 2}) = \frac{P(\text{Trait 1} | \text{Class A}) \cdot P(\text{Trait 2} | \text{Class A}) \cdot P(\text{Class A})}{P(\text{Trait 1}) \cdot P(\text{Trait 2})}
\]

Eqn 2: Simplified Baye’s Theorem \(^{[4]}\)

This equation evaluates the probability of Class A given that Trait 1 and Trait 2 is prior to the Class A. In other words, if we see Trait 1 and Trait 2, this is the conditional probability of Class A.
Once the frequency tables are calculated, we may classify an unknown data object to a class by calculating the probabilities of its likelihood for all the classes, and then choose the highest probability.

B. Advantage
This model is simple, straightforward, elegant and robust. It is a piece of cake as it just involves calculating the probabilities. It is amidst old classification algorithms, and yet venerable. [6] It is widely used in areas such as text classification and spam filtering.

IV. PROPOSED ALGORITHM

Proposed clustering approach is to classify the data items into a number of groups, which are unknown initially. Presuming the number of groups or clusters is a positive integer, K.

1. Measuring the distance between object and centre of the group (or centroid) does the grouping.
2. Then Naive Bayes may be used to give weights to the classes to which the current object under scrutiny belongs to. Also, a threshold function could be manoeuvred to delay a certain object to wait, if the weight of belongingness to a group or cluster is very less. Thus next object is heeded accordingly. The threshold function allows adding constraints to the belongingness of an item to any cluster
3. The objects are iteratively grouped into the existing clusters using above steps.
4. After each grouping, the clusters-centroids are appraised again as in the K-mean algorithm. This creates the dynamic clustering of the given data items.

It could improve the chances of finding the global optima.

Further, the space requirements may be improved by storing all data in secondary memory and transferring the centroids and the object (under consideration) in the main memory.

V. CONCLUSIONS

The K-means clustering model creates k clusters and pairs similar type of objects in a unique cluster are formed whereas the Naive Bayes Model provides a statistical way to categorize an object. Thus both of these standard algorithms may be implemented together in order to procure a more flexible model for the data mining. Also, further modifications may be done to reduce the complicatedness of the algorithms as stated in the proposed algorithms. This dynamic clustering update may lead to the global optima and forbye local optima problem may be avoided.
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