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Abstract—In real world applications, optimization is an inevitable stage in any engineering design. In 
recent days the optimization theory is also fused into other sciences which require precision in its final 
result. This topic sounds like a promising domain for research almost in all areas of science and 
technology. Perhaps several solution methods are proposed for solving problems that require 
optimization algorithms, in that also the algorithms inspired by natural selection are dominant among 
them. This paper proposes a hybrid algorithm that integrates two well established methods, one the 
genetic algorithm (GA) and the other the particle swarm optimization (PSO) algorithm. Here the GA will 
be the main optimizer and the PSO will be used to guide the GA to locate optimal solutions quickly and 
effectively. Several benchmark test problems are solved and the applicability of the proposed hybrid 
algorithm is well established. 
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I. INTRODUCTION 

In recent days, real world optimization problems any engineering design is a real challenge. Similarly, the 
optimization theory is also under pining into other sciences which requires the application of cost based design. 
This topic emerges as a promising topic for research almost in almost diverse fields of science and technology. 
As said earlier, several solution methods are developed for solving optimization problems, among them the 
algorithms inspired by natural selection are dominant [1]. In this introduction section, a brief review of literature 
will be reviewed basically with an intention only on hybrid algorithms that integrates two well established 
methods, one the genetic algorithm (GA) and the other the particle swarm optimization (PSO) algorithm. 

In [1], a new evolutionary learning algorithm is based on a hybrid of genetic algorithm (GA) and particle 
swarm optimization (PSO) called HGAPSO is proposed. Here  individuals in a new generation are created, not 
only by crossover and mutation operation as in GA, but also by PSO. In another research is [2], a hybrid method 
combining genetic algorithms (GA) and particle swarm optimization (PSO), for the global optimization of 
multimodal functions is developed. [3] proposes a solution improvement phase can be assisted by knowledge 
stored within the parent solutions, effectively allowing parents to teach their offspring how to improve their 
fitness. In this paper, the evolution of each individual of the total population, which consists of the parents and 
the offspring, is realized with the use of a Particle Swarm Optimizer.  

Subsequently, a supply chain management with bi-level linear programming to supply chain distribution 
problem was solved using hybrid of genetic algorithm (GA) and particle swarm optimization (PSO) [4]. In 
another work, [5], a hybrid Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) method is used for 
gene selection, and Support Vector Machine (SVM) is adopted as the classifier. In [6], a novel PSO-GA-based 
hybrid algorithm with “dying probability” for the individuals and the “war/disease process” for the population. 
[7] introduces, Hybrid Particle Swarm Optimization and Genetic Algorithm (HPSOGA) is proposed to solve the 
multi-UAV formation reconfiguration problem, which is modeled as a parameter optimization problem.  

In [8] an evolutionary-based clustering algorithm based on a hybrid of genetic algorithm (GA) and particle 
swarm optimization algorithm (PSOA) for order clustering in order to reduce surface mount technology (SMT) 
setup time. Also in [9], novel combined genetic algorithm (GA)/particle swarm optimization (PSO) is presented 
for optimal location and sizing of DG on distribution systems. Subsequently in [10],  Adaptive Genetic 
Algorithm (AGA) and Particle Swarm Optimization (PSO) are implemented to get optimal schedules and 
storage assignments for Flexible Manufacturing Systems.  

Based on the above review of literature confined only to the hybridization of genetic algorithm (GA) and the 
particle swarm optimization (PSO) algorithm, the functional integration proposed in this research is unique of its 
kind. It is demonstrated that the extensive search behaviour of GA and the exhaustive search capability of PSO 
are superior in searching better optimal points. In the following section we will discuss in detail the proposed 
functional fusion of GA and PSO. 
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II. PROPOSED HYBRID ALGORITHM 

This section will describe how two powerful optimization algorithms inspired by natural selection are 
integrated together to effectively solve complex optimization problems. Two powerful algorithms widely 
applied in several literature to solve complex engineering optimization problems: one is GA and the other is 
PSO. Since both the algorithms are sufficiently discussed in detail in several published literatures, this paper 
will give an overview of these methods and will describe the proposed hybrid GA-PSO method subsequently. it. 

A. Genetic Algorithm: An Overview 

GA is a randomized search method inspired based on biological evolutionary rue of survival of the fittest [11]. 
GA starts its search from the set of population strings that are assumed as potential solutions, randomized within 
the search range. Inspired by natural evolution, the algorithm will evolve new potential solutions called as off-
springs from previous parents. Perhaps GA is limited for exploration features, causing slow or poor convergence 
and poor robustness. Thus problems like premature convergence and trapping local optima are prone when 
dealing complex optimization problems. it. 

B. Particle swarm optimization: An Overview 

PSO is one of the latest evolutionary techniques developed by Eberhart and Kennedy [12,13]. PSO is inspired 
based on social interaction of bird flocking or fish schooling. The particles also called as potential solutions, 
move throughout the multidimensional solution space and the positions of each particles were adjusted 
according to its own best position, and best among all its group. PSO does fall under the survival of the fittest 
algorithm as the entire group will be used from beginning to end. Slow or poor convergence and poor robustness 
are again a demerit for PSO.  

C. Proposed architecture of the hybrid GA-PSO: 

The main idea behind this proposal is, after the fitness evaluations are made for each parent in the present 
population, selection will be done using roulette wheel and two parents are selected based on their fitness 
ranking and crossover will be performed. In this crossover, two parents will share their chromosomes to produce 
two off-springs, which will be the new parent in the next generation.  

Unlike this regular crossover, which will lead to possible dramatic change in search direction due to 
crossover exchange, among this two parents the best individual will be used as gbest and the other one will be 
retained as pbest. Thus only one parent will be disturbed and produced by this operation derived from PSO. This 
will help the hybrid algorithm to search the space exhaustively. Additionally this PSO operation will not be 
done for the entire crossover phase, instead a random of 50% in the beginning stage and gradually reduced to 5% 
of the total population in the entire run of the algorithm.
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Fig. 1.  (a) Crossover operation in GA                                           (b) Velocity and position update in PSO 

As an example, let us assume two parents are selected for crossover as shown in Fig 1. The fitness value for 
parent A, B and offspring is 13458, 8889, 8850 respectively. Now instead of this, we use a velocity equation to 
update the position of parent B using the idea derived from PSO and the equation is given for reference. 

Here the gbest is 13458, pbest is 8889. With regular parameter setting the new position for parent B will be 
estimated as 7452 using the velocity and position update equation in (1 & 2). Thus the possibility of arriving at 
better results will be large when going for this hybridization approach. Thus the proposed shift of production of 
new population in GA will be guided by PSO with a 50% probability is established. A detailed flowchart of the 
proposed hybrid GA-PSO algorithm is shown in figure 2.  
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Fig. 2.  Flowchart of the proposed hybrid GA-PSO 

The percentage of random parents selected will be reduced during the course of run from 50% to 5% using the 
following equation (3): 

iteriterrndprnt  )max/)05.05.0((        (3) 

In the next section the proposed algorithm will simulated for a sample of 10 benchmark problems widely used 
for simulation studies. 

III. NUMERICAL ILLUSTRATIONS 

In order to validate the performance of the proposed hybrid GA-PSO algorithm and demonstrate its 
superiority over the other algorithms in finding the better solutions, 10 standard bench mark problems are solved. 
These benchmark problems are widely used in several literatures [14,15]. All the simulations are carried out 
with following simulation parameters as summarized in Table 1. 

TABLE I.  Simulation parameters 

Method Population Max. Iteration Probability / Inertia 

GA 40 5000 0.8 and 0.001 

PSO 40 5000 0.9 to 0.4 

The proposed hybrid algorithm also uses the same parameters appropriately at the stage when the techniques 
are used. The objective functions, constraints and their predetermined solutions are listed in Table 2 for easy 
reference. The purpose of this paper is now well validated from the simulation results. 

Simulation results are shown in Table 3.The experiment compares the Hybrid GA-PSO to other algorithms 
such as PSO and GA. The results for maximum iterations are reported in Table 3taking into consideration the 
following performance indexes: the Best optimum so far, the mean of the Best solution and the Standard 
Deviation of optimum solution obtained so far. The best result from the proposed method is summarized for 
each benchmark function. Observing this table, the proposed GA-PSO searches better results than GA and PSO 
for all tried functions. In particular, the experiment records the significant difference in demonstration which 
deliberately illustrates the better trade-off between exploration and exploitation in the search space. 
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TABLE II.  Benchmark functions 
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Figure 3 presents the convergence curves for all the methods PSO, GA and the proposed algorithm 
considering as benchmark functions (a) F162, (b) F163, (c) F164, (d) F168, (e) F144, (f) F145, (g) F174, and 9h) 
F175, from the experimental set. Among them, the rate of convergence of GA-PSO is the fastest, which explores 
the solution space swiftly and determines the best solution in less of 500 iterations in an average compared to 
the other two algorithms.  

 
Fig 3. Convergence plot of the three methods to solve the benchmark problems 
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TABLE III.  Simulation results of the three methods to solve the benchmark problems 

Case Method Best Mean Standard Deviation 

F162 PSO 0.0002 0.0004 0.0021 

GA 0.0003 0.0003 0.0018 

Hybrid GA-PSO 0.0000 0.0000 0.0007 

F163 PSO 0.0006 0.0008 0.0022 

GA 0.0006 0.0007 0.0017 

Hybrid GA-PSO 0.0000 0.0000 0.0007 

F164 PSO 21.43 21.45 0.0021 

GA 21.38 21.39 0.0018 

Hybrid GA-PSO 21.35 21.35 0.0006 

F168 PSO 0.0000 0.0002 0.0024 

GA 0.0000 0.0004 0.0019 

Hybrid GA-PSO 0.0000 0.0000 0.0007 

F174 PSO -0.0042 -0.0044 0.0021 

GA -0.0039 -0.0041 0.0018 

Hybrid GA-PSO -0.0037 -0.0037 0.0007 

F137 PSO 0.0005 0.0006 0.0022 

GA 0.0005 0.0005 0.0017 

Hybrid GA-PSO 0.0000 0.0000 0.0007 

F141 PSO 0.0003 0.0006 0.0021 

GA 0.0003 0.0005 0.0018 

Hybrid GA-PSO 0.0000 0.0000 0.0006 

F144 PSO -78.48 -78.51 0.0024 

GA -78.45 -78.47 0.0019 

Hybrid GA-PSO -78.33 -78.33 0.0007 

F145 PSO 0.0004 0.0007 0.0022 

GA 0.0004 0.0005 0.0019 

Hybrid GA-PSO 0.0000 0.0000 0.0005 

F175 PSO -0.3526 -0.3529 0.0024 

GA -0.3528 -0.3531 0.0018 

Hybrid GA-PSO -0.3523 -0.3523 0.0007 

IV. CONCLUSION 

This research proposes a hybrid algorithm that integrates two well established methods, one the genetic 
algorithm (GA) and the other the particle swarm optimization (PSO) algorithm. Here the GA will be the main 
optimizer and the PSO will be used to guide the GA to locate optimal solutions quickly and effectively. The 
exploration capability of the PSO is utilized by the GA for both exploration and exhaustive search. Thus 
complex search spaces are well searched and quality solutions are swiftly determined. Several benchmark test 
problems are solved and the applicability of the proposed hybrid algorithm is well established. Based on the 
simulation results, the proposed algorithm can be applied for solving real time optimization problems 
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