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Abstract— This article proposes a new cooperative wideband spectrum-sensing algorithm based on cooperative 
sub-Nyquist narrow band spectrum sensing in cognitive radio devices (CRD). Within this scenario, to guarantee 
optimal detection, the spectrum-sensing function must work with a great amount of samples of the signal obtained at 
rates equal or higher than the Nyquist rate, which generates high detection times, high power consumption and the 
need for high processing capabilities in the CRD. Additionally, we must a priori knowledge of the signal 
characteristics. However, in practice, the characteristics of the multiband signal are unknown and high processing 
capabilities would be required according to the sampling rate. Due to this, this article proposes a novel spectrum-
sensing algorithm for these types of systems seeking to minimize the number of samples to process and which 
operates without a priori knowledge of the characteristics of the multiband signal. The simulation results permit 
evidencing that the algorithm proposed improves the sensing performance in function of the detection probability 
and of the receptor’s operational characteristics with respect to other cooperative wideband spectrum sensing 
algorithms based on sub-Nyquist sampling. 
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I. INTRODUCTION 
The electromagnetic spectrum is a limited natural resource, which, day-to-day, presents greater saturation due 

to the growth of the amount of devices and wireless and mobile multimedia services that require greater 
bandwidths. This trend has derived into the perception of shortage of the spectrum resource. However, [1] 
presents a report that shows that the temporal and geographic use of the spectrum assigned in the band 
comprised between 30 MHz and 3 GHz is extremely low, agreeing with the problem identified by the (US) 
Federal Communications Commission in 2002 [2], which establishes that the principal problem present in 
mobile and wireless communication systems is the underutilization of the spectrum. 

 
Due to the aforementioned, to optimize the use of radio resources, the Cognitive Radio (CR) concept emerges 

[3]. It is proposed as a technology in which cognitive devices detect automatically stimuli in their radio 
environment and adapt intelligently their operational parameters, guaranteeing the satisfaction of the needs for 
communication of cognitive users (secondary users - SU) by using the spectral resources not used by the users 
with rights of use of the spectrum (primary users - PU). Hence, cognitive devices must be able to detect 
independently and efficiently the underutilized spectrum (sub-band occupied only by noise denominated white 
space - WS) without causing damaging interference to the PU. This capacity is denominated spectrum sensing 
(SS), considered one of the most critical components and enabler of CR technology. 

 
One of the biggest problems in implementing SS is that of identifying the WS present in a multiband 

environment due to the large amount of samples to process by the cognitive radio device (CRD), given the high 
sampling rates required, increasing sensing time and the power consumed by the CRD [4]. Because of this, in 
recent years, based on the idea of a sparse occupation of the communications channel in multiband scenarios 
(i.e., few frequency bands occupied and multiple available), many proposals have been worked based on 
compressive sensing (CS) [5], [6]. This provides an efficient way of processing sparse signals, that is, these can 
be approached through expansion in terms of an adequate base, which only has some significant terms. This 
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characteristic permits conducting wideband spectrum sensing by digitizing the multiband signal at rates below 
the Nyquist rate. Likewise, CRD require permanently performing detection of activity of the PU in the 
communications channel of the band of interest under conditions of signal-to-noise ratio (SNR) as low as 
possible (i.e., in the order of -20 dB for the IEEE 802.22 standard). Within this context, one of the main 
challenges faced in CR is the implementation of wideband spectrum sensing (WBSS) minimizing the sampling 
rate required, guaranteeing high detection probability and low probabilities of miss detection  and false alarm 
under low SNR conditions. Due to the aforementioned, seeking to improve the WBSS performance, this article 
proposes a novel cooperative mechanism based on the group narrowband spectrum sensing that uses sub-
Nyquist sampling. It permits minimizing the amount of samples to process, and exploit spatial diversity through 
the cooperation of the distinct CRD in the same region, minimizes the information load on the links with the 
Fusion Center (FC) (cooperative decision center) and improves performance in terms of detection and 
operational characteristics of the receptor compared to similar algorithms in the state-of-the-art [7][10]. 

 
In work [7] presents a cooperative wideband spectrum sensing algorithm based on two recovery algorithms of 

the joint support of the multiband signal from the sensing and measurement matrixes of each CRD; this implies 
a great load of information in the communication links between CRDs and the FC. In [8], the authors propose a 
cooperative wideband spectrum sensing algorithm based on the algorithm of Expectation Maximization (EM) 
proposed in [11] for joint estimation and detection of the spectral occupation in the multiband. The algorithm 
proposed operates at a sampling rate equal to or above the Nyquist rate, which implies that the CRD must 
process a large amount of samples, increasing sensing times and power consumed. A study [9] proposes a 
cooperative wideband spectrum-sensing algorithm based on sub-Nyquist multi-rate sampling and analyzes its 
performance in terms of the theoretical limits obtained for detection probabilities and false alarm. In [10], the 
authors propose a cooperative wideband spectrum sensing algorithm based on two-stage CS; the first 
reconstructs the multiband signal from the measurements of each CRD and the second eliminates the noise, 
then, decide on spectral occupation, which implies a big load of information in the communication links 
between the CRDs and the FC. 

 
The rest of the article is organized as follows: section II poses the system’s model; section III describes the 

method proposed to perform cooperative wideband spectrum sensing, based on the group narrowband spectrum 
sensing; section IV presents the performance evaluation of the method proposed by contrasting the evaluation 
metrics against those obtained through cooperative spectrum sensing methods in the state-of-the-art; and section 
V presents the study conclusions. 

 
II. SYSTEM MODEL 

 
Considering a set of k  groups of CRDs operating on a multiband (licenced) with a total bandwidth of BHz , 

which is defined as { }kb,,…,b,b=B 21   that corresponds to the set of k  not overlapping sub-bands of equal 
bandwidth b , equivalent to  kHzB /  per sub-band. Each group senses a sub-band and is conformed by kq ≥  
CDRs, as shown in Fig. 1, where each CDR is associated to a group { }kj g,…,g,g=Gg 21∈  with k,=j 1,2,..  
randomly in each spatial region and according to the channel impulse response, which is assumed to follow a 
normal distribution with mean μ,  and variance 2σ , which is why a CDR is associated to that group presenting 
the best impulse response for highest correct detection probability of sub-band occupation. 

 
Assuming that the signal samples in each sub-band is an independent random variable that follows a normal 

distribution of zero mean and variance sσ  ( ( )sσN 0, ); and assuming that the noise samples in each CRD are 

normally distributed random variables, independent, of zero mean and variance σn  ( ( )nσN 0, ), the signal 
received by the i th CRD with q,=i 1,2,.. , in the j th group (which senses the thj− sub-band) with k,=j 1,2,..  
can be expressed as indicated in Eq. (1). 

 
                                      ( ) ( ) ( )m+m=m jijjiji ,,, wshx                                                                      (1) 

 
where ( )mji,x  is the thm− component of the signal received by the thi−  CRD in the thj− sub-band, ji,h  

represents the cannel response for the thi− CRD in the thj− sub-band, and it is assumed that ji,h  remains 

constant in the sampling window ( m  samples), ( )mjs  is the thm− component of the signal transmitted by the 
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thj− PU on the thj− sub-band, and ( )mji,w  is the thm− noise component in the thj− sub-band perceived by 

the thi− CRD. 
 

...

...

... ... ...

 
Fig. 1.  Cooperative wideband spectrum sensing scenario by groups.  
Source: by the authors 
 

 
The spectrum sensing problem in the thj−  sub-band may be formulated as a problem of verification of 

statistical hypothesis where we must choose between hypothesis ji,H0, , which indicates that for the thi−  CRD 

the thj− sub-band is available, and hypothesis ,H ji,1,  which indicates that for the thi− CRD the thj− sub-band 
is occupied; the aforementioned can be expressed according to Eq. (2). 

 







ji,jji,ji,ji,

ji,ji,ji,

+h=H

=H

wsx

wx

*
1,

0,

:

:                                                (2) 

 
where m

ji, ℜ∈x  is the vector of the signal received by the thi− CRD in the thj− sub-band, with m  equal to 

the amount of samples taken per sub-band, m
ji, ℜ∈w  is the vector that represents the white noise components 

for the thi− CRD present in the thj−  sub-band, ℜ∈ji,h  is the vector that represents the channel response for 

the thi− CRD in the thj− sub-band; finally, m
j ℜ∈*s   is the vector that represents the signal transmitted by the 

thj− PU on the thj− sub-band, where the super index * denotes transposed. 
 

III. PROPOSED COOPERATIVE WIDEBAND SPECTRUM SENSING METHOD 
The cooperative wideband spectrum sensing method proposed is illustrated in Fig. 2. Initially, the multiband 

signal, ( ),tx  is received by each of the CRDs. The version in each CRD corresponds to the filtered version of 
( )tx  in the sub-band of interest according to the associated group, denoted by ( )tji,x  with q,=i 1,2,..  and 
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k,=j 1,2,.. ; thereafter, the signal captured by each CRD is sampled with the Random Demodulator (RD) [12], 

where the sampling operation is implemented through the sampling matrix n×mℜ∈A , where n<m  with n  
representing the amount of signal samples when conducting the sampling at the Nyquist rate and m  represents 
the amount of Sub-Nyquist samples taken, obtaining the vector of samples m

ji, ℜ∈y , where ji,ji, = Axy . 
Then, the feature extraction block estimates the sparse approximation of the signal self-correlation matrix 

n×n

ji,x ℜ∈R  from the covariance matrix of samples m×m

ji,y ℜ∈R , where n<m . Then, the classification and 

detection block detects the occupation or not of the sub-band through the main diagonal of the estimated self-
correlation matrix of the signal, n×n

ji,x ℜ∈R ; thereafter, the local decisions of each CRD are transmitted to the 

Fusion Center (FC), which makes the occupation decision in the sub-band by applying the OR rule among the 
partial decisions obtained in the previous step. Finally, the FC makes the final occupation decision in the 
multiband, obtaining the detection, miss detection, and false alarm probabilities in the multiband through the 
mean of the partial probabilities obtained in the previous step and reports the final decision of the CRD through 
the control channel, assumed free of errors. 

 
The following describes the functions carried out by the blocks illustrated in Fig.2.  
 

 
 

Fig. 2.  Proposed cooperative wideband spectrum sensing scenario (Simplification for one sub-band – Group). 
Source: by the authors 
 

A. Sampling 

The multiband signal sampling, ( )tji,x , takes place through the RD and can be considered a new type of 
sampling system, which can be used to acquire sparse signals limited in band. 

 
As shown in the diagram in Fig. 3, the output signal to the RD is multiplied by a high-rate pseudo-random 

sequence, which disperses the energy of the tones over the total bandwidth occupied by the sequence; then, anti-
aliasing filtering is applied to finally sample the signal at a rate below the Nyquist rate. The demodulation 
process (multiplication by the pseudo-random sequence) guarantees that each tone present in the input signal has 
a different “signature” within the filter’s passing band; given that the input signal to the RD is only composed of 
some tones, it is possible to identify the tones and their amplitudes from the low-rate samples.  

 

 
Fig. 3.  Block diagram of the random demodulator. 
Source: by the authors 
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Samples are obtained from the sub-Nyquist sampling process, as illustrated by Eq. (3). 
ji,ji, = Axy                                                                                (3) 

Where A  is the sensing matrix of size n×m ,  m
ji, ℜ∈y  is the measurements vector, and n

ji, ℜ∈x  is the 

vector that represents the sparse multiband signal, −k  [6], hence, inputs of ji,y  are the Sub-Nyquist samples of 

ji,x . 
 

B. Extraction of Characteristics 

From (3), we may note that, when calculating the covariance matrix of samples,
ji,yR , we have the ratio 

given by: 
 

T
x AARR

ji,ji,y =                                                    (4) 

With 
ji,xR being the signal covariance matrix present in the communications channel of size n×n  and 

ji,yR  is the covariance matrix of the samples taken with the RD of size m×m .  

 
Consequently, from the covariance matrix of the samples it is possible to obtain the signal covariance matrix 

in the channel and with it conduct the spectrum sensing operation, identifying the energy present in each of the 
k  sub-bands. 

The spectrum-sensing function, in this order of ideas, may be conducted by identifying the values present in 
the principal diagonal of the estimated covariance matrix

ji,xR , which complies Eq. (5). 

( ) ( )





ji,ji,nji,

ji,ji,n

ji, HσN+SNR

HNσ
=pp,

1,
2

0,
2

:

:2
xR                                              (5) 

Where ji,nσ
2  represents the noise power in the thi− CRD and thj− sub-band and ji,SNR  denotes the signal-

to-noise ratio of the thi− CRD in the thj− sub-band and m,=p 1,2,.. . Then, upon identifying if Eq. (6) is 
fulfilled, the presence of signal can be established, which is equal to validating the hypothesis jH1, . 

( ) ji,nji,
Nσ>pp, 22xR                                                             (6) 

To obtain the signal covariance matrix in the channel 
ji,xR  from the covariance matrix of ,

ji,yR  we must 

solve the optimization problem Eq. (7). 

           T
xx AARRR

ji,ji,yji,
=tosubject _min

1
                                         (7) 

The solution proposed for (7) is an orthogonal matching pursuit (OMP) modification [13] that does not work 
with vectors, which is why it does not use the Kronecker product, but rather works directly in matrix form, as 
illustrated ahead. 

 
Let  n

ji, ℜ∈x be the representation in the signal frequency domain ji,x and n×nℜ∈Ψ  Fourier’s discrete 

transformation matrix, such that  ( ) ji,ji,ji, =F= ΨxxX   where ji,X   presents only nk≪  significant values 

(inputs different from zero); upon sampling ji,X  with the sampling matrix n×mℜ∈φ  where n<m<k  to 

obtain ji,ji,ji,ji, === AxφΨxφXy ; if φ  fulfills the restricted isometry property (RIP) in the order of k  [14], 

[15] and has low coherence with Ψ , then ji,X  can be effectively recovered from ji,y .  To conduct the 
estimation process of the signal covariance matrix in the channel and solve the problem posed in eq. (7), two 
auxiliary variables are required; the first of these ( )sr,  to avoid the re-selection of external products. 

Coordinates ( )sr,  keep the indices of the external products that can be selected; the second n×mℜ∈R to store 
the residues produced upon removing the external products selected from

ji,yR . Initially, R  is equal to 
ji,yR  

and the ( )sr,  variable starts with all the possible combinations of indices of external products from the columns 
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of the sensing matrix ( ) ( ) ( ) ( )}nm,,…,,{sr, 1,21,1← ; thereafter, select the external product that best adapts to the 

residue through 

2,

,

),(),( ''

''

''

,
maxarg_),(

sr

sr

srsr
tt sr

P

PR

∈
← , excluding from the indices those corresponding to the external 

product selected and calculating the weights associated to each external product selected through least squares  

21 ,' '''
,

minarg_ˆ  =
−←

t

t srt
u

ji
PRu y

u
; then the residue is updated, according to the external products selected 

and associated weights  =
−

t

t srtji
u

1 ,, ' '''ˆ← PRR y ; the process is carried out in K  occasions to obtain the 

estimated covariance matrix, 
ji,xR , in which all its inputs are zero, except in the K  inputs corresponding to the 

external products selected, inputs assigned the value of the weights calculated.    
In the channel covariance estimation process, we have that ( )n…,,= a,aaA 21 , where ra   is the thr−  column 

of A ; thus, the external products are defined as TaaP srsr, = , permitting to represent the covariance of the 
samples as the weighted sum of external products, according to Eq. (8). 

sr,

n

=r

n

=s
sr,ji,

z= PRy 
1 1

                                                                   (8) 

 

C. Classification and Detection 

 
To detect energy for each sub-band and for each CRD, compare the energy of the signal received with a 

detection threshold, thus, deciding the occupation of a sub-band. To conduct this, it is necessary to obtain the 
values of the principal diagonal of the estimated covariance matrix of the signal,

ji,xR , then making 

[ ]f=diag ji,ji,
XRx 





 , the energy present in each sub-band is calculated according Eq. (9). 

( ) | | [ ]| |
j

ji,ji,ji, fh=f 22 Xε                                                               (9) 

Where ji,ε  represents the energy in the thj− sub-band received by the thi− CRD over a sequence of N  

samples, ji,h  represents the channel response of the thi− CRD over the thj− sub-band, and [ ]fji,X  represents 

the signal estimated in the thj− sub-band of the thi−  CRD. Then, if the energy in the thj− sub-band of the 

thi− CRD is above the decision threshold T hi , j  ( ji,hji, T>ε ), the decision made is ji,H1,  (occupied sub-

band); on the contrary, the decision is ji,H0,  (WS-free sub-band). 

The detection probability ji,dP , miss detection probability, ji,mdP , and false alarm probability, 
ji,fP , for the 

thi− CRD in the thj− sub-band are defined as indicated in Eqs. (10), (11), and (12). 

( )ji,ji,ji,d HHP=P 1,1,                                                       (10) 

( ) ji,dji,ji,ji,md P=HHP=P −11,0,                                              (11) 

    ( )ji,ji,ji,f HHP=P 0,1,                                                        (12) 

Understanding as detection probability that correct detection probability of occupation of a sub-band or of 
presence of signal of a PU in a sub-band (decide ji,H1,  when ji,H1,  is true); the probability of false alarm is 
understood as the probability associated to detecting signal of a PU when in a sub-band there is actually white 
space (decide ji,H1,  when ji,H0,  is true). The probability of miss detection is understood as that probability 

associated to detecting a white space when in a sub-band there is the presence of signal of a PU (decide ji,H0,  

when ji,H1,  is true). 

According to the central limit theorem [16], if the number of samples is sufficiently large ( 10≥  in practice), 
the statistics (mean and variance) of ji,ε  associated to hypotheses ji,H0,  and ji,H1,  are normally distributed 
asymptotically and given by Eqs. (13) and (14). 
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( )
( )







ji,ji,nji,

ji,ji,nji,

HσN+SNR

HNσ=E

1,
2

0,
2

:

:2ε                                                (13) 

( )
( )








ji,ji,nji,

ji,ji,nji,

HσN+SNR

HNσ=Var

1,
4

0,
4

:22

:2ε                                            (14) 

With ji,nσ
2 , which denotes the noise energy in the thi−  CRD and sub-band and ji,SNR  denotes the signal-to-

noise ratio of the thi− CRD in the thj− sub-band. 
Then, the detection and false alarm probabilities of the thi−  CRD in the thj− sub-band can be expressed as 

indicated in Eqs. (15) and (16). 

( )
( )

( )
( ) 














 −















 −

2 222 4

2

1,

1,

ji,nji,

ji,nji,ji,h

jji,

jji,ji,h

ji,d
σN+SNR

σN+SNRT
Q=

HVar

HET
Q=P                                  (15) 

    
( )

( ) 













 −















 −

2 2

2

2 4

2

0,

0,

ji,n

ji,nji,h

jji,

jji,ji,h

ji,f
Nσ

NσT
Q=

HVar

HET
Q=P                                       (16) 

Where 

( ) 
−∞

2

2
2
1

x

dt

t

e
π

=xQ                                                                (17) 

Hence, the decision threshold, ,T ji,h  for a specific value of 
ji,fP  is given by (18). 

( ) ji,nji,nji,fji,h Nσ+NσPQ=T 241 22 2−                                                       (18) 

D. Cooperative Decision 

Afterward, proceed to jointly decide the occupation per sub-band through OR rule among the preliminary 
decisions of each CRD. According to the OR decision rule, when at least in one of the q  versions of the sub-
band (one version per CRD) occupation is detected, the final decision is that the sub-band is occupied. Hence, 
the detection and false alarm probabilities per final sub-band are expressed according to Eqs. (19) and (20). 

( )∏ −−
q

=i
ji,djd P=P

1

11                                                                    (19) 

( )∏ −−
q

=i
ji,fjf P=P

1

11                                                                    (20) 

Thereby, the detection probability, jdP , miss detection probability, ,P jmd  and false alarm probability, Pf j ,  

in the thj−  sub-band are defined according to Eqs. (21), (22), and (23). 

( )
( )∏































 −
−−

q

=i ji,nji,

ji,nji,ji,h
jd

σN+SNR

σN+SNRT
Q=P

1
4

2

2 22
11                                                   (21) 

( )
( )∏































 −
−

q

=i ji,nji,

ji,nji,ji,h
jmd

σN+SNR

σN+SNRT
Q=P

1
4

2

2 22
1                                                   (22) 

∏






























 −
−−

q

=i ji,n

ji,nji,h

jf
Nσ

NσT
Q=P

1
4

2

2 2

2
11                                                        (23) 

Finally, calculate the detection probabilities, dP , miss detection probability, ,Pmd  and false alarm probability, 

fP , of the multiband according to Eqs. (24), (25), and (26). 

ISSN (Print)    : 2319-8613 
ISSN (Online) : 0975-4024 Evelio Astaiza et al. / International Journal of Engineering and Technology (IJET)

DOI: 10.21817/ijet/2017/v9i1/170901415 Vol 9 No 1 Feb-Mar 2017 131
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E. Proposed  Algorithm  

 
To implement spectrum sensing, according to the process described in literals A, B, C, and D, the algorithm 

illustrated in Table I is proposed to decide on the spectrum occupation in each CDR. The algorithm’s input 
parameters are: the sensing matrix, A , the channel’s samples vector, ji,y , the size of the samples vector, m,  

and the size of the signal vector, n , (line 1). The algorithm proposed in each CRD returns the decision of 
occupation or not of the sensed sub-band, ch , (line 2). Use the auxiliary variable, Pc , to store the power in the 
sub-band sensed (line 3). The spectrum sensing process starts by calculating the average number of components 
required to conduct the sensing (line 5), then, the covariance matrix is estimated through the covariance 
estimation function described in literal B of this section (line 6). Afterward the vector of the principal diagonal 
is obtained from the estimated covariance matrix (line 8) that represents the power of the components estimated 
from the signal, then, calculate the power estimated in the sub-band (line 9); finally, estimate and return the 
presence or not of signal in the sub-band sensed, ,ch  (lines 11 to 16).  

TABLE I 
Narrowband Spectrum Sensing Algorithm, NBCS_CDR, for each CDR. 

 Algorithm: NBCS_CDR 

1 Input: nm,,ji,yA,   

2 Output: ch  
3 Var:      0=Pc % Power Signal Components  
4     Start 

5 ( )m
nK =   

6 ←xR Covariance_Estimation )( K,ji,yA,  

7 For 1=i   until n  
8       ),()( iii xRX ←   

9      
2)(iXPcPc +←      

10 End Stop 
11 If  0>Pc then 
12      1←ch  
13  If not  
14     0←ch   
15  End if 
16 Return ch  
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TABLE II 
Cooperative Group Wideband Sensing Spectrum (CGWBSS) in FC. 

 Algorithm: CGWBSS 
1 Input: CH  
2 Output: Oc_Mb 
3 Start 
4      For i=1 until k 
5          Oc_Mb(i) = CH(i,1) OR CH(i,2)…OR CH(i,q) 
6 End Stop               
7 Return Oc_Mb 

 
Once all the CRDs in the cognitive network sense the associated sub-band, these report the individual 

decisions to the FC, where the algorithm illustrated in Table II is implemented. The input parameter is the 
decision matrix of the CDR, CH q×kℜ∈ , where each row corresponds to the decisions sent by the CRD 
belonging to a group (line 1); the algorithm proposed returns to the vector of sub-bands occupied and available 
in the multiband Oc_Mb (line 2); then, makes the decision to occupy each sub-band through OR rule among the 
decisions made by the CRDs belonging to each group (line 5). Finally, we obtain and return the multiband 
occupation decision vector Oc_Mb (lines 4 to 7).  

 

IV. PERFORMANCE EVALUATION 

A. Scenario and Simulation Parameters 

In implementing the simulation of the cooperative wideband spectrum sensing algorithm proposed, a 
multiband signal is generated, according to the simulation parameters shown in Table III. 

 
TABLE IIII 

Simulation parameters 

Parameter Value
Multiband Signal Generation

Multiband Signal Bandwidth, BW   20 MHz
Bandwidth per Channel, B  3.3 MHz
Signal Modulation in Channel 16 QAM
Symbol Rate, Rs  2 Msps
Roll Off Transmission Filter Factor, ρ  0.5

Nyquist Sampling Rate, fs  40 MHz
Number of Multiband Signal Samples 
(Nyquist), n  

2000 

Carrier Frequencies, fc  

3 MHz,  
6 MHz,  
9 MHz,  
12 MHz,  
15 MHz and 
18 MHz

Sub-Nyquist Sampler
Number of Input Signal Samples, n  2000

Number of Input Signal Samples, m  100
Sensing Algorithm CWBSS

Number of Cooperative Users, q  2

 
B. Simulation results, Metrics, Characterization, and Comparison 

 
To assess the performance of the spectrum-sensing algorithm proposed, use the detection probability as 

metrics, analyzed in function of the multiband signal-to-noise ratio generated and the receptor operational 
characteristics (ROC) curve, compared to the metrics obtained from the algorithms proposed in [7]-[10]; the 
results obtained are shown in Figs. 4 to 7.  
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Fig. 4 shows the performance of the algorithm proposed against the performance of the algorithms of 

cooperative wideband spectrum sensing proposed in [7]-[10]. The figure illustrates that the performance of the 
algorithms in [7]-[10] is lower than that reached by the algorithm proposed, in function of the detection 
probability. It is, likewise, noted that the detection probability for the algorithm proposed is approximately equal 
to 1 for SNR values above -5 dB. 
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Fig. 4.  Performance of cooperative algorithm proposed vs. other cooperative sensing algorithms in function of SNR. 
Source: by the authors 
  

Fig. 5 shows that the best performance in terms of ROC curves corresponds to the algorithm proposed; this is 
because the area under the curve of the algorithm proposed is the biggest, which indicates the capacity of the 
algorithm proposed to identify WS positively. As also noted in Fig. 5, the algorithm with the worse performance 
is that proposed by Sun [9], given that the ROC curve covers a smaller area than the corresponding to the other 
algorithms. Considering that the results illustrated in Fig. 5 correspond to the ROC curves of the algorithms 
contrasted from a SNR of -3 dB, again we note that the algorithm proposed improves significantly the 
performance of the other algorithms under conditions of low SNR. 
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Fig. 5.  ROC curves for SNR = -3 dB. 
Source: by the authors 
  

Fig. 6 illustrates the performance of the algorithm proposed in function of the detection probability against 
SNR, according to the number of CRDs cooperating in a group. Herein is noted that as the amount of CRDs 
cooperating is greater, the SNR at which a detection probability is reached approximately equal to one 
diminishes, achieving the target performance in CR for the 802.22 standard with an approximate amount of 20 
CRDs cooperating in each group.  
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Fig. 6.  Detection probability against SNR in function of the number of CRDs cooperating per group (Sub-bands = 6). 
Source: by the authors 
 

Fig. 7 shows the performance of the algorithm proposed in function of the detection probability against SNR, 
according to the number of sub-bands defined in the multiband sensed. Therein, it is possible to evidence that as 
a higher number of sub-bands exist in the multiband, performance of the algorithm diminishes. 
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Fig. 7.  Detection probability against SNR in function of the number of sub-bands in the multiband (Cooperating CRDs = 3 per group).  
Source: by the authors 

 

C. Computational Complexity Analysis 

 
The computational complexity of the algorithm proposed can be analyzed in three stages. The first stage 

corresponds to the sub-sampling carried out with RD, which requires an amount of Km  scalar multiplications 
[4]. The second stage, which calculates the covariance matrix of the samples, obtained from 2m  scalar 
multiplications; thereafter, the signal covariance matrix is reconstructed. The algorithm described in section 3B 
identifies that the projection operation is limited by ( )2mnO . Given that n<m , the selection operation of the best 

external product has complexity ( )2nO  because 2n  external products exist. The weight selection operation has 

complexity ( )2mO , given that the highest amount of operations is represented by the product of matrices sized 
( )m×m  of the internal product associated to the problem of least squares optimization and finalizing this stage 

we find the residue update operation, which presents complexity ( )2KO . In conclusion, given that the maximum 
complexity of the operations conducted in this stage is that associated to the projection operation, then the 
complexity of the complete stage is ( )2mnO . The third and last stage corresponds to the sensing consolidation in 
which, as illustrated in Tables I and II, the signal covariance estimation operation (stage 2) presents complexity 

( )2mnO , then lines 7 to 15 from Table I have complexity 1+n  and, given that kn >>  the complexity may be 
defined as ( )nO . Finally, the lines from Table II have complexity k  with which it is defined as complexity of 

the third stage ( )2mnO . 
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In synthesis, the computational complexity of the three stages that comprise the method proposed will be the 
maximum complexity of the three prior stages ( ) ( ) ( )[ ]222 mnO,mnOKm,max=mnO . 

 

V. CONCLUSIONS 
This article proposed a novel cooperative wideband spectrum-sensing algorithm in CR devices based on the 

conformation of narrowband sensing groups, demonstrating that through the algorithm proposed it is possible to 
perform the wideband spectrum sensing function by using an amount of samples smaller than those obtained at 
the Nyquist rate. This allowed reaching performance above other cooperative spectrum sensing algorithms 
proposed in the state-of-the-art. Additionally, it permits performing the wideband spectrum sensing function 
efficiently and by complying with the CR requirements with respect to reliable detection in low SNR conditions. 
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