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Abstract—Feature extraction is an important step in Computer Assisted Diagnosis of brain 
abnormalities using Magnetic Resonance Images (MRI).Feature Extraction is the process of reducing the 
size of image data by obtaining necessary information from the segmented image. The visual content of a 
segmented image can be captured using this process. From the extracted features it is possible to 
demarcate between normal and abnormal brain MRI. The reliability of the classification algorithm 
depends on segmentation method and extracted features. In this work texture features are extracted 
using Gray Level Co-occurrence Matrix (GLCM) and shape features are extracted using connected 
regions. Images with malignant tumor, benign tumor and normal brain have different features. This 
variation in feature values is useful in classification of MR images. The features thus obtained will be 
given to a classifier for training and testing. 
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I. INTRODUCTION 

Images obtained from an MRI Scanner are verified by a radiologist for the identification of abnormalities. 
Manual classification of MR images is a time consuming and challenging task [8]. Hence there is a necessity for 
a computer aided automatic tumor classification system. Major step involved in computer aided detection of 
brain abnormalities are pre-processing, segmentation, feature extraction and classification.After segmenting the 
tumor regions from the MRI, the features of the segmented regions are analysed. The properties which provide 
description about the whole image are called features [3]. Feature extraction process reduces the original MRI 
data set into a set of features. This feature set is also known a feature vector. These feature vectors are the basic 
inputs for any classification algorithm. Based on the severity of tumors, they are classified into Benign and 
Malignant [7]. Benign tumors are slow growing and less harmful tumors. Malignant tumors grow fast and affect 
surrounding tissues [7]. Particular features exhibited by these tumors are useful in the classification process. 

Rajesh et al [9] used rough set theory for the extraction of features. The features thus extracted provided a 
classification efficiency of 90%.Hiremath et al [13] introduced a feature extraction technique based on 
complementary wavelet transform. In this method features are extracted from 4 sub bands and the efficiency is 
more compared to features from a single band. Discrete Wavelet Transform (DWT) was used and the accuracy 
of classification is less compared to other methods. Huang et al [14] introduced a method for dimensionality 
reduction using sub band grouping and selection. Low classification accuracy and less efficiency are the 
demerits of this method.Ramteke et al [10] obtained statistical texture features from input dataset. The 
classification efficiency obtained was 80%. Xuan et al [12] used texture symmetry and intensity based features 
are extracted from given MR images. The average accuracy was 96.02%. Othman et al [11] used principal 
component analysis (PCA) for the extraction of features. The classification accuracy obtained was 96.33%. 

In this paper texture features are extracted using Gray Level Co-occurrence Matrix (GLCM) [2]and shape 
features are extracted using connected regions. The proposed methodology for feature extraction is described in 
section II. Results obtained by giving different input images are given is section III. Finally conclusion is 
providedin section IV. 

II. METHODOLOGY 

Brain MRI database is created using images collected from publicly available MRI images [17] and from 
various diagnosis centres in Kerala, India. These images are stored as gray scale images having size 256x256. 
Input MRI brain images are shown in Fig 1.  
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TABLE I.  Formulas to calculate Texture Features from GLCM 

Sl.No GLCM Feature Formula 

1.  Contrast 
 ෍ ௜ܲ,௝
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ሺ݅ െ ݆ሻଶ 

2. Correlation 
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3. Dissimilarity 
   ෍ ௜ܲ,௝

ேିଵ

݅, ݆ ൌ 0

|݅ െ ݆| 

4. Energy 
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5. Entropy 
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6. Homogeneity 
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7. Mean 
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8. Variance 
௜ߪ
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9. Standard Deviation 
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B. Extraction of  Shape Features using Connected Regions 

Shape is a binary representation of extend of the object. Shape features refer to the geometric properties of an 
object and the external boundary is used to calculate these features. Area, Perimeter and Circularity are the 
major shape features we calculate in our method. Extracted shape features can provide powerful information for 
image classification. The shape features varies for different tumor types. Shape features are calculated using 
connected regions in the image. Boundary pixels are used to calculate the perimeter and area. Circularity is 
calculated using area and perimeter. The formulas used to calculate shape features are given in Table II.  

Ed (i,j) is the boundary pixels of the region. 
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TABLE II.  Formulas to calculate Shape Features using Connected Regions 

Sl.No Shape Feature Formula 
 

1.  Perimeter (P) 
 ෍ ௗܧ

ெ,ே

݅, ݆ ൌ 0

ሺ݅, ݆ሻ 

2. Area (A) 
 ෍ ܾ

ெ,ே

݅, ݆ ൌ 0

ሺ݅, ݆ሻ 

3. Circularity (C) 4ܣߨ
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III. RESULTS AND DISCUSSION 

In this paper the methods used for feature extraction are Grey Level Co-occurrence Matrix (GLCM) and 
Connected Regions. During the experiment 3 images are taken from the MR image dataset. First one is an MRI 
with benigntumor (grade I and grade II), second one is an MRI with malignant tumor (grade III and grade IV) 
and the third one is a normal MRI (without tumor). Each image is segmented and the Grey Level Co-occurrence 
Matrix (GLCM) is created. From the GLCM, texture features are calculatedand connected regions are used to 
extract shape features. The feature values obtained from each images are shown in Table III. Malignant and 
benign MRI produces finite values for circularity, area and perimeter. Since there is no tumor present in normal 
brain MRI, the values for circularity, area and perimeter are 0. The features are calculated accurately using 
GLCM. 

TABLE III.  TEXTURE FEATURES AND SHAPE FEATURES EXTRACTED USING GLCM AND CONNECTED REGIONS 

IV. CONCLUSION 

We have used nearly 300 brain MR images for our work. The proposed feature extraction method is faster 
and less complex compared to existing methods. The accuracy is high and the obtained features are authentic. 
Texture features are extracted using GLCM and shape features are extracted using connected regions. The shape 
features are extracted directly from the segmented image. It is the simplest and less complex method for the 
calculation of texture and shape features.These features can be used for training the classification 
algorithm.Different set of features are obtained for malignant, benign and normal MRI. The accuracy of 
classification can be increased by using larger dataset. Our future goal is to develop a classification algorithm 
based on artificial neural network and to categorize input brain MR images. 

 

Features Malignant Tumor Benign Tumor Normal Brain 

Contrast 61.7289 112.1709 15.9206 

Correlation 0.8643  0.9297  0.6488  

Dissimilarity  0.5156  0.7566  0.0797  

Energy 0.9789   0.9547  0.9987  

Entropy  0.1250  0.2490   0.0069  

Homogeneity  0.9900  0.9796  0.9994  

GLCM mean 2.4098  5.1603  1.1015  

Variance 227.4835  797.8255  22.6651  

Standard Deviation 15.0826  28.2458  4.7608  

Area 136.5000  492  0 

Perimeter 132  488  0 

Circularity 0.0984  0.0260  0  
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