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Abstract— Text classification is one of the major research areas in the field of text mining. It is the 
process of automatically classifying text documents in to predefined categories. Our objective is to classify 
the collection of bill documents in to predefined categories based on the bill contents. Bills will be either in 
the form of electronic format or printed documents. In this paper, Tesseract Optical character 
recognition (OCR) tool is used for converting bills in to text format. Then, Feature vector representation 
is done using Bag of Words and Term Frequency-Inverse Document Frequency (TF-IDF) methods. We 
compared different supervised classification algorithms that have been used in the text classification and 
suitable algorithm for bill classification is suggested based on their performance. All the algorithms are 
evaluated using standard evaluation metrics. 
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I. INTRODUCTION 

The amount of digital data is growing exponentially day by day. The data may be in structured or 
unstructured in nature. Text mining includes the process of extraction of knowledge from unstructured text data 
[1]. Text categorization is the process of automatically assigning the appropriate category to each document. 
The text documents may be in the form of email, news, business documents, bills, research papers etc. Each 
document may belong to multiple, exactly one or no category at all. The main objective is to classify the 
collection of bills into predefined categories based on the contents of bills. Categories of bills include Computer 
and electronics purchase bills, Hotel-accommodation bills, Hotel-food bills, Medical bills, Transport bills etc. 
The users have to provide only the images of bills as input to the system. In this paper we used Tesseract optical 
character recognition (OCR) tool to extract text from images. Then we have applied text classification 
techniques on those text data. Fig. 1 shows the sample image of a transport bill document. 

 
Fig. 1. Sample image of Transport bill 

Text classification is broadly classified as supervised document classification and unsupervised document 
classification. In supervised classification the documents are already labelled, then the system will classify the 
documents in which category they belongs and then find the accuracy of the system. On the contrary, 
unsupervised document classification is completely done without any human interference. Here we are focusing 
on supervised text classification algorithms. 
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Text classification algorithms are normally applied on feature vectors of text data.  So, before doing 
classification we need to convert the text dataset in to feature vector representation. Representing text document 
in feature vector form is normally called as vector space model (VSM). Bag of Words (BoW) and Term 
frequency-Inverse document frequency (TF-IDF) are used for feature vector representation of this dataset. The 
bag-of-words model is a common and simple representation used for document classification. In this model, the 
presence or the number of occurrence of each word is considered as a feature for a classifier. For bill 
classification the presence or the number of occurrences of each word gives relevant information to distinguish 
between different categories. TF-IDF is a weighting scheme which finds the importance of a word to a 
document in a document collection. TF-IDF reduces the weight of terms that occur repeatedly in the document 
set. For bill classification, supervised algorithms such as K-Nearest Neighbor (KNN), Support Vector Machine 
(SVM), Multinomial Naive Bayes and Bernoulli Naive Bayes Classifiers are used. All these algorithms have 
significant applications in many fields. In this paper bill classification is done using all these algorithms and the 
suitable algorithm for bill classification is suggested based on their performance. Their Performances are listed 
in chapter 4 and conclusive remarks are given in chapter 5. 

II. RELATED WORK 

The Main goal of text classification is to discover a category assignment function  f: d ൈ c → ሼ0,1ሽ, where c is 
the predefined classes and d is the set of all text documents. The value of f is 1 if the document d belongs to 
category c. otherwise it is 0. Many researchers are working in this area. Bruno Trstenjak et. Al [2] proposed a 
method of KNN algorithm with TF-IDF for document classification. The weight matrix is formed by taking the 
relations between each unique words and documents. TF-IDF method finds the relative occurrence of words in a 
specific document using inverse proportion of the word over the document set. In KNN it is required to 
determine K value. K value indicates required number of documents from the collection which is nearest to the 
selected document. Tested with 500 online documents and showed good result but it is sensitive to the type of 
documents. Also the time required for data processing is increased with the increasing amounts of data. An 
improved classification based on predictive association rules (CPAR) is proposed in [3]. It joins the advantages 
of both associative classification and traditional rule-based classification. Association rule classification 
includes rule generation, rule selection and classification. Features of improved CPAR are Class weighting 
adjustment and Post processing with SVM. Class weighting adjustment adjusts the weight and controls the 
classification method of each class. After classification with the rules, there may have some test documents 
satisfying no rule. Post-processing with SVM is used for the purpose of classification of such documents. 
Dataset used is Chinese text classification corpus.  

In [4] they compared text classification using both SVM and artificial neural network. They experimented 
with Reuters News Data Sets. It shows SVM has good performance on large data sets.  An improved document 
classification through enhanced Naive bays algorithm is proposed in [5]. They also implemented 2 sub 
classification algorithms named hierarchical sub classification and sub categorization using document similarity 
method. To reduce the computational complexity of text classification [6] proposed a hybrid algorithm which 
uses KNN with Principal Component Analysis (PCA). 

III. PROPOSED WORK 

In this paper, bill classification is done using various supervised machine learning algorithms.  K-Nearest 
Neighbor (KNN), Support Vector Machine (SVM), Multinomial Naive Bayes and Bernoulli Naive Bayes 
Classifiers are used for bill classification. Even if all these algorithms give significant success rate, it purely 
depends on the dataset in which these algorithms are applied. So for finding the most suitable algorithm for bill 
classification all these algorithms are applied in the bill dataset and their performance is calculated using 
standard evaluation metrics such as accuracy, precision, recall and F measure.  

Fig. 2 shows the architecture diagram for bill classification. There are five main steps in bill classification. 
Initially images of bill documents are given to the system as input for the classification. Then Optical Character 
Recognition is done using tesseract tool. It is one of the most precise open source OCR engines currently 
available and is maintained by Google. This tool takes the images of the bill documents as input and extracts the 
textual content from the bill for further processing. 
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Fig. 2.  Architecture Diagram for bill classification 

Before applying classification algorithms we need to perform pre processing on text documents and then 
transform text data into feature vector representation. Pre processing includes tokenization, removal of digits 
and special characters and n-gram construction. Tokenization is the process of dividing a text into individual 
elements that take as an input for various algorithms. In the n-gram model, a token can be defined as a collection 
of n items. Unigram is the simplest model in which each word consists of exactly one word, letter, or symbol. 
Here we tested the classifier with 1-gram and 2-gram model. Other pre processing tasks include stop words 
removal and stemming. In bill documents stop words removal and stemming is not required. Because almost all 
words in bill documents should be in its root form and the presence of stop words are very less in bill documents. 
Hence we can reduce the effort and time for these pre processing steps.  Next step is the conversion of text data 
to feature vector representation. 

A. Feature Vector Representation 

In this paper for doing feature vector representation two methods are implemented. They are Bag of Words 
and Term frequency Inverse Document frequency (TF-IDF). 

1)  Bag of Words (BoW): It is a generally used vector representation method in Natural Language Processing. 
In this method the textual contents of bill documents are taken as input. Bag of Words method considers the bill 
document as a collection of words. First it creates a vocabulary of all words that occur in the training set. The 
number of occurrences, that is, the frequency of that particular word in the particular bill content is found. 
Hence the whole content of bill is represented as a set of words associated with the count of occurrences. 
Consider an example of BoW representation of text documents given below. Let D1 and D2 be the 2 bill 
documents.  

D1 (Transport bill)     : “Bus arrival time ticket charge amount” 

D2 (Hotel-food bill)  : “Hotel rice chapatti curry  juice amount ” 

The vocabulary of words can be written as 

V={bus:1, arrival:1, time:1, ticket:1, charge:1, amount:2, hotel:1,  rice:1, chapatti:1, curry:1, juice:1} 

Bag of words representation of the 2 documents D1 and D2 is shown below. 

D1 (Transport bill)      = {1 1 1 1 1 1 0 0 0 0 0 } 

D2 (Hotel-food bill)    = {0 0 0 0 0 1 1 1 1 1 1 } 

             ∑    = [1 1 1 1 1 2 1 1 1 1 1] 
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2)  Term Frequency-Inverse Document Frequency (TF-IDF):  This is a traditional method for finding term 
weight calculation of each word in vector space model.TF-IDF; TF reflects the distribution of terms within the 
text. IDF calculates the distribution of words in the whole text set [7]. This method helps us to eliminate high 
frequency and low discrimination words from the set because the terms with high frequency may not contain 
any useful data for classification. More than that, it can mislead us from the correct classification also. For 
example, consider the word “only”. The “only” word will be having high frequency as it occurs many times in a 
bill data. But this word really does not have any relevant information for classification. These kind of terms are 
called bogus terms. So this method is considered as effective one for term weight calculation. TF-IDF weight of 
a word can be calculated using the given equation [8].  

TF െ IDFሺw, dሻ ൌ TFሺw, dሻ ൈ logሺN DFሺwሻ⁄ ሻ 

Where ܶܨሺݓ, ݀ሻ݅ݏ the frequency of word w in document d, N is the number of documents, and DFሺݓሻ is 
the number of documents that containing word w. Next step is classification of bill documents using various 
algorithms. Classification has two main phases: Training and testing, which is done using a set of labeled 
documents. In the training phase, a collection of labeled documents are given to the system. That is, it 
considered to belong to one of the predetermined classes. Using these labeled documents, the system will model 
a distribution. In the second phase, that is testing, a set of documents is given as input. The system will assign 
each of the documents to a certain predefined category according to the distribution model built in the training 
phase and then the actual label of test document is compared with the classified result to find the accuracy of the 
classifier. 

B. Classification Algorithms 

In this paper, supervised algorithms such as K-Nearest Neighbor (KNN), Support Vector Machine (SVM), 
Multinomial Naive Bayes and Bernoulli Naïve Bayes classifiers are tested with bill dataset. 

1)  K-Nearest Neighbor (KNN): KNN is a simple and famous algorithm for text classification. To classify a 
document, the algorithm searches for the K nearest neighbors of the document.  In this algorithm, when an 
unlabeled document comes for classification, the distance between the document and the neighbors are 
calculated using any distance formula. Here we used Euclidean distance formula. The new document is assigned 
to particular class according to k-value. If k=1, it assign the document to the class where the distance is 
minimum [9]. This implementation of this method is simple but is slow in performance as it required to 
comparing the test document with all training documents [10]. KNN is a multi-class classifier. That is, using 
KNN we can perform classification for more than two classes. In automatic bill classification we have 5 
predefined classes. Consider an example of predicting the category of a test bill document. If k=5, it searches for 
the 5 nearest neighbors of the document using distance measures with minimum distance. It assigns the category 
of a test document to the maximum category of nearest 5 documents. 

2)  Support Vector Machines (SVM):  SVM method is a popular and more powerful supervised method for 
text classification. Here the data plane is linearly separated using a hyper plane with maximum marginal 
distance. Hyper plane separates positive examples from negative examples. Equation given below shows the 
formula for hyper plane representation [11].  

w୘x ൅ b ൌ 0 

Where b is an intercept term, w is a decision hyper plane normal vector and x is a data. The decision for 
classification of a new document is determined using below equation [11]. 

fሺxሬԦሻ ൌ sign൫ሺwሬሬሬԦ୘ xሬሬԦሻ ൅ b൯ 

Where w is a weight vector, b is an intercept term and value of f(x) can be positive or negative. A value of -1 
indicates one class, +1 indicates other class. Automatic bill classification required multi-class classification. 
Since it contains 5 predefined categories such as Computer and electronics purchase bills, hotel accommodation 
bills, hotel food bills, transport bills and medical bills. The most common method for multi-class classification 
with SVM is to build one-versus-rest (ovr) classifiers and select the category which classifies the test document 
with greatest margin. 

3)  Naive Bayes Classifier: The Naive Bayes Classifier is a statistical Classifier method. It is based on 
Bayesian theorem which predicts class membership probabilities. The limitation of this classifier is, it assumes 
every feature word is independent from one other. The probability Pሺܿ|݀ሻ that the document d belongs to the 
class c can be calculated by using Bayes formula as given in equation (12).   

ܲሺܿ|݀ሻ ൌ
ܲሺ݀|ܿሻ ൈ ܲሺܿሻ

ܲሺ݀ሻ
 

Where d is a document and c is a class, Pሺd|cሻ is likelihood and P(c) is the probability of having class c. The 
class label for a new document can be predicted using the below equation (12). 

predicted class label ← argmax Pሺc|dሻ 
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 For automatic bill classification two variations of naïve bayes classifier such as multinomial naive 
bayes and multivariate Bernoulli naive bayes are tested. In multivariate Bernoulli Event model the vector 
corresponds to each word is either 1(if word is present) or 0(otherwise). It finds the fraction of documents of 
category cj in which word w appears. For example, in a bill document if the word ‘juice’ occurs 3 times then the 
multivariate Bernoulli event model represent it as 1(present). In Multinomial Event model the vector of each 
word represents the number of occurrence of that word in the document. It finds the fraction of times a word w 
appears in documents of category cj. For the same example ie, for the word ‘juice’ multinomial event model 
represent the word vector as 3.ie, number of occurrence. For multi-class classification here we construct a 
separate binary classifier trained on positive samples from one particular class and negative samples from all 
other classes. Then for a test document d, it run all the classifiers and chose the label with the highest score. 

IV. EXPERIMENT AND ANALYSIS 

Classification is done using all the algorithms that is discussed earlier in this paper. For automatic bill 
classification we created our own dataset, which includes 250 bill documents (5 categories with 50 bills each) 
for training and 150 bill documents(5 categories with 30 bills each) for testing. The output and the performance 
of the various classifiers tested are depicted below. Table � shows the accuracy, precision, recall and F-score of 
supervised classification algorithms we tested with bill dataset. Precision can be defined as the part of retrieved 
instances that are relevant. Precision can be calculated using the given equation [13]. 

Precision ൌ
TP

TP ൅ FP
 

Where TP is true positives and FP is false positives. Recall can be defined as the part of relevant instances that 
are retrieved. Recall can be calculated using the given equation [13]. 

Recall ൌ
TP

TP ൅ FN
 

Where FN is false negatives. The F-measure combines Precision and Recall into a single metric, and can be 
calculated using given equation [13]. 

F ൌ
2PR

P ൅ R
 

Where P represents precision and R represents recall. 

Here, various classification methods are tested using both bag of words (BoW) and Term Frequency Inverse 
Document frequency (TF-IDF).  SVM shows an accuracy of 92.2% and it is the highest among all other 
methods. Bernoulli naive bayes with TF-IDF is also having good accuracy comparable to other methods. 

TABLE I.  Performance Measures of Different Classifiers 

In the above table SVM with BoW and SVM with TFIDF show high accuracy, precision and recall value. 
High precision indicates that the classification algorithm returned considerably more relevant results than 
irrelevant, while high recall specifies that the algorithm returned most of the relevant results.  

Sl No Methods Features Accuracy (%) Precision Recall F Measure 

1 SVM BOW 92.2 0.94 0.92 0.92 

2 SVM TFIDF 92.2 0.92 0.91 0.92 

3 K Nearest Neighbor BOW 87.2 0.90 0.85 0.87 

4 K Nearest Neighbor TFIDF 91.6 0.91 0.92 0.92 

5 
Multinomial Naive 

bayes 
BOW 89.4 0.92 0.89 

0.90 

6 
Multinomial Naive 

bayes 
TFIDF 89.6 0.94 0.89 

0.90 

7 
Bernoulli Naive 

bayes 
BOW 91.8 0.92 0.91 

0.90 

8 
Bernoulli Naive 

bayes 
TFIDF 91.8 0.94 0.91 

0.91 
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