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Abstract-Clustering of web user sessions is extremely significant to comprehend their surfing activities on 
the internet. Users with similar browsing behaviour are grouped together, and further analysis of 
discovered user groups by domain experts may generate usable and actionable knowledge. In this paper, 
a conglomerative clustering approach is presented to identify web user session clusters from web server 
access logs, based on their browsing behaviour. Presented algorithm captures essential ideas from 
subtractive and relational fuzzy c-mean clustering algorithm.This algorithm works in two phases, in the 
first phase, it automatically identifies the number of potential clusters based on the successively 
subtractive potential density function value of each relational data and their respective centres (centroid). 
In the second phase, it assigns fuzzy membership values to from fuzzy clusters from a relational matrix.  
The presented algorithm is applied on an augmented session dissimilarity matrix obtained from an openly 
accessible NASA web server log data.  

Keywords: relational clustering, subtractive, similarity, user sessions, user profile. 

I. INTRODUCTION 

Clustering techniques are broadly classified into two major classes, one which works with feature vector 
based clustering(object data clustering) and other works with relational data(relational clustering). Even though 
feature vector clustering is very popular and received lots of attention from researchers, it is not very much 
suitable for clustering of user sessions due to high dimensional and correlated feature space of web-related data 
[1]. 

In this paper, a conglomerate relational data clustering approach is used to cluster user sessions based on their 
browsing behaviour. For this, an augmented session dissimilarity based relational matrix is computed between 
all user sessions by defining and calculating the various similarities/dissimilarity measures. 

The remaining of this paper is arranged as follows: Section 2 briefly reviews the existing literature on user 
session clustering. After that in section 3, the methodology adopted for proposed approach is described in 
details. Section 4 presents the formulation of the idea of proposed conglomerate fuzzy clustering algorithm in 
details. In section 5, experiments are set to demonstrate the performance of the given clustering approach on 
NASA web server log data and results are discussed. Finally, this study is concluded with future work in section 
6. 

II. RELATED WORK 

Clustering techniques have been extensively investigated in the web usage mining to categorise web 
users/sessions according to their web access behaviour with varying precision and accuracy in reported results. 
Competitive Agglomeration for the relational data (CARD) algorithm is used for automatic discovery of user 
session groups in a fuzzy and uncertain environment of web log data in [2] and further extended in [3]. [4] 
Propose a fuzzy similarity measure and used the same in a relational fuzzy clustering algorithm to find 
underlying clusters in the web usage data and derive categories modelling the preferences of similar users. In [5] 
a matrix based fuzzy clustering approach is used to generate user clusters that can capture the web user's 
navigation behaviour depending on their interest. In [6], [7] Relational fuzzy c-means (RFCM) algorithm is 
presented for gathering pairwise dissimilarity values in a dissimilarity matrix D. Where RFCM is dual to the 
fuzzy c-means (FCM) [8] object data algorithm when D is a Euclidean matrix. The objective function of RFCM 
was based on computing c representative clusters from the data so that the total dissimilarity between each 
group is minimised. But RFCM works when we specify the number of potential clusters in advance, and this is 
not always feasible in user session clustering. 
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In this paper, we formulated a conglomerative web user clustering approach which captures key idea from 
potential density based subtractive clustering (SC)[23] and relational fuzzy c-means RFCM[6],[7] algorithm and 
subsequently known as conglomerate fuzzy relational c-mean (DFRCM) clustering algorithm. In Table 1 we are 
presenting the summary of different notations used in the successive development of this study. 

III. PROPOSED METHODOLOGY 

In this section, a detailed description of adopted procedure is presented. The flowchart in Figure 1 gives the 
brief outline of the proposed methodology. 

A. Web server logs pre-processing 

The web server access log keeps a record of all files accessed by users explicitly or implicitly. Each log entry 
consists of different fields like remote host address, remote log name, username, timestamp and time zone of the 
request, request method, path on the server, protocol version, service status code, size of the returned data, and 
referrer user agent, etc.[9].First we remove those entries which are not germane to our purpose. Mostly these are 
implicit requests made by embedded objects within web pages [10], requests made by automated software 
agents [12], unsuccessful requests of users, requests with access methods other than GET etc. In Second step 
web user sessions are identified by adopting the methods presented in [11], [12]. 

B. User Session in Vector Space Model 

Suppose that, for a given website, there are ࣾ usage sessions extracted from the web server log ࣭ ൌ
ሼ ଵ࣭, ࣭ଶ, …࣭ࣾሽ ݂ݎ݋ ࣻ ൌ 1,2, …ࣾ , Accessing ࣿ number of different URL’s (pages) ࣪ ൌ ሼ ଵ࣪, ଶ࣪, … ࣪ࣿ ሽ ݂ݎ݋ ࣼ ൌ
1,2, …ࣿ of a website in some time interval. We can represent each user session   ࣭ࣻ ࣻ ݎ݋݂)  ൌ 1,2,…ࣾ) in ࣿ -
dimensional vector over the space of web pages. 
࣭ ൌ ሼሺ ଵ࣪, ऄଵ, ଵࣹ, ःଵሻ, ሺ ଶ࣪, ऄଶ, ࣹଶ, ःଶሻ, … ሺ࣪ࣿ , ऄࣿ, ࣹࣿ, ःࣿሻሽ  ݂ݎ݋ ࣼ ൌ       1,2, …ࣿ. Where ࣼ࣪ , ऄࣼ, ࣹࣼ ܽ݊݀ ःࣼ are the 
accessed page, time spent on page (in seconds), # of visits to page and size of page (in bytes) respectively. 

C. Page relevance based augmented session similarity 

Web users’ interests for any page are computed by implicit measures [13], [14]. These implicit measures are 
page stay time (duration) and page access frequency of a web page in web user session [15]. The following 
measures are computed to find the relevance of a web page in any user session to measure the web user concern 
for a web page. 

1) Duration of PageሺࣞՄ࣪ሻ: 

Duration of page or Page stay time is defined as the time spent on a page by web user and it is the difference 
between the exact time of the request of page Pi and the time of the request for the next webpage in the session 
from the access log file. Following Eq. (1) is used to measure the duration of a web page ( ࣻ࣪) in user session 
(࣭ࣽ) 

 ሺࣞՄ࣪ሻ࣪ࣻ ൌ

∑౐౟ౣ౛ ౏౦౛౤౪ ౥౤൫࣪ࣻ൯

౏౟౰౛ ౥౜ ሺ࣪ࣻሻ

୑ୟ୶൭∀ࣼ∈࣭ࣽ

∑౐౟ౣ౛ ౏౦౛౤౪ ౥౤ሺ࣪ࣼሻ

౏౟౰౛ ౥౜ ቀ࣪ࣼቁ
൱

                                                                                                    (1) 

Where 0ሺࣞՄ࣪ሻ࣪ࣻ1. 

2) Frequency of Pageሺ࣠Մ࣪ሻ: 

Frequency is the number of times the web page ࣻ࣪has been visited in the session. It seems natural to assume 
that web pages with a higher frequency are of more concern to users 

        ሺ࣠Մ࣪ሻ࣪ࣻ ൌ
∑# ୭୤ ୴୧ୱ୧୲ୱ ୲୭ሺ࣪ࣻሻ

୑ୟ୶ቀ∀ࣼ∈࣭ࣽ
∑# ୭୤ ୴୧ୱ୧୲ୱ ୲୭ሺ࣪ࣼሻቁ

                                                                                                   (2) 

Where 0 ሺ࣠Մ࣪ሻ࣪ࣻ 1. 

3) The relevance of pageሺ࣬Մ࣪ሻ: 

Relevance of page in any session is measured by giving equal importance to duration of page and frequency 
of Page. We use Eq. (3) to measure the relevance of web page ( ࣻ࣪) in user session (࣭ࣽ) 

 ሺ࣬Մ࣪ሻ࣪౟ ൌ
ଶൈሺࣞՄ࣪ሻ࣪ࣻൈሺ࣠Մ࣪ሻ࣪ࣻ
ሺࣞՄ࣪ሻ࣪ࣻାሺ࣠Մ࣪ሻ࣪ࣻ

                                                                                                                (3) 

Where 0  ሺ࣬Մ࣪ሻ࣪౟  1. 
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Table I.  Brief Description of Notations used in this article 

Notations used Brief description 

࣭ࣛࣻ Set of augmented session 

࣭ࣛࣻ
ࣿ Vector representation of ࣻऄࣺ session in ࣿ-dimention 

ࣛܵ ሺ࣭ܵࣛࣵ,࣭ࣶࣛ ሻ
 Augmented session similarity between  sessions  ࣭ࣛࣵ and  ࣭ࣶࣛ 

 ࣛं Acceptance ratio 

ࣷ Number of clusters 

ࣸ௠௜௡ Minimum distance between  cluster prototype 

ࣸ࣬,ࣻࣼ Relational Euclidean distance between ࣼऄࣺ prototype and  ࣻऄࣺ session 

 ࣞࣾࣾ a dissimilarity matrix 

ࣞሺ࣭ࣛࣵ,࣭ࣶࣛ ሻ
ଶ  An augmented dissimilarity matrix 

ሺࣞՄ࣪ሻ࣪ࣻ  Duration of page ࣻ࣪ 

࣠࣬ி஼ெ Objective function of  RFCM 
ሺ࣠Մ࣪ሻ࣪ࣻ  Frequency  of page ࣻ࣪ 

ࣹࣼ Number of  visits to ࣼऄࣺ page 

ࣹ Fuzzification coefficient 

ࣦ Set of  log records 

ࣾ Number of user sessions 

ࣿ Number of  URLs 

ࣼ࣪ ቀ࣭ࣛࣽࣼቁ ࣼऄࣺ potential value of augmented session 

ࣻ࣪ ࣻऄࣺ  web pages 
ሺ࣬Մ࣪ሻ࣪౟ Relevance of each accessing page 

ࣻं ࣻऄࣺ record of a log file  
ंࣵଶ Neighbourhood radius 

  ௕ं
ଶ Neighbourhood radius 

 ࣬ं Rejection ratio 

࣬ࣧࣾࣿ Page Relevance Matrix 

ःࣼ size of ࣼऄࣺpage (in bytes) 

ऄࣼ time spent on ࣼऄࣺ page (in seconds) 

 ࣭ࣻ ࣻऄࣺ user session 
࣯ Fuzzy membership matrix 

आ࣬,ࣼ ࣼऄࣺ cluster prototype 

ࣰ࣬ Set of  cluster prototypes 

ࣱࣻࣼ Weight of ࣼऄࣺ URL in  ࣻऄࣺ cluster 

Degree of membership between ࣼऄࣺ ࣼࣻߤ cluster prototype and  ࣻऄࣺ session 

D. Augmented web user sessions  

Now, by applying equations (1) to (3) the page relevance matrix (࣬ࣧࣾࣿ) is computed. This relevance 
matrix will define the relevance of each page in every session. If the page has high relevance means the user has 
more concern in this page. This relevance matrix is given by Eq. (4). By incorporating page relevance in web 
user session access behaviour matrix, simple web user sessions converted to augmented web user sessions. 

 ࣬ࣧࣾࣿ ൌ ൮

ሺ࣬Մ࣪ሻଵଵ ሺ࣬Մ࣪ሻଵଶ ⋯ ሺ࣬Մ࣪ሻଵ௡
ሺ࣬Մ࣪ሻଶଵ ሺ࣬Մ࣪ሻଶଶ … ሺ࣬Մ࣪ሻଵଶ

⋮ ⋮ ⋱ ⋮
ሺ࣬Մ࣪ሻ௠ଵ ሺ࣬Մ࣪ሻ௠ଶ ⋯ ሺ࣬Մ࣪ሻ௠௡

൲                                                                                  (4) 

Now, the web sessions are converted into augmented web user sessions 

 ࣭ࣛࣻ ൌ ሼࣛ ଵ࣭,࣭ࣛଶ,…࣭ࣛࣾሽ ݂ݎ݋ ࣻ ൌ 1,2, …ࣾ. Where, every augmented web user session is represented 
by ࣭ࣛࣵ  ൌ   ሼሺ࣪1, ሺ࣬Մ࣪ሻ࣪ଵ, ሺ࣪2, ሺ࣬Մ࣪ሻ࣪ଶሻ . . . ሺ࣪ࣿ, ሺ࣬Մ࣪ሻ࣪ࣿሻሽ. Where, ࣪ࣻ and ሺ࣬Մ࣪ሻ࣪ࣻ are the visiting 
page, and its relevance respectively. 
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Fig 1: Proposed methodology for web user session clustering 

E. Page relevance based augmented session similarity 

Here relevance of pages accessed in user sessions is incorporated in simple cosine similarity measure Eq. (5). 
This augmented session similarity measure may represent more realistic and represents session similarities 
based on the web user’s habits, interest, and expectations as compared to simple binary cosine measure [2].  

 ࣛܵܵሺ࣭ࣛࣵ,࣭ࣶࣛ ሻ ൌ
∑ ࣭ࣛࣵሺ࣬Մ࣪ሻࣻൈ࣭ࣶࣛሺ࣬Մ࣪ሻࣼ
೙
ࣻసభ

ට∑ ࣭ࣛࣵሺ࣬Մ࣪ሻࣻ
೙
ࣻసభ

మට∑ ࣭ࣶࣛሺ࣬Մ࣪ሻࣼ
೙
ࣻసభ

మ
                                                                                           (5) 

As a requirement of relational clustering, this augmented session similarity is converted to the 
dissimilarity/distance measure. This distance measure satisfies the necessary conditions of a metric [18]. The 
augmented session dissimilarity is computed using Eq. (6). 

  ࣞሺ࣭ࣛࣵ,࣭ࣶࣛ ሻ
ଶ ൌ ሺ1 െ࣭ࣛ ሺ࣭࣭ࣛࣵ,࣭ࣶࣛ ሻ

ሻଶ                                                                                                                 (6) 

Where 0 < ࣞሺ࣭ࣛࣵ, ஺ௌ್ ሻ
ଶ  1, for ࣭ࣛࣵ, ࣭ࣶࣛ=1, 2.....m. 

The pseudo code for above-described procedure is presented a Algorithm1.Which summarises the steps 
involved in the computation of page relevance based dissimilarity matrix of web user sessions 
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Algorithm 1: pseudo code for Page relevance based augmented session (dis)similarity matrix.   

Input:  {web server log file: ࣦ ݂݋ ࣿ ݏ݀ݎ݋ܿ݁ݎ ݁ݎ݄݁ݓ ࣦ ← ሼ ଵं, ଶं … ंࣿ ሽ  , ࣿ ݁ݎ݄݁ݓ ⋙ 1,
                 ∀∋ ࣻं  ൏ ,݌݅ ,݀݋݄ݐ݁݉,݁݉݅ݐ ,݈ݎݑ ,݈݋ܿ݋ݐ݋ݎ݌ ,݁ݖ݅ݏ ,ݏݑݐܽݐݏ ,ݐ݊݁݃ܽ ݎ݁ݎݎ݂݁݁ݎ ൐} 
Output:  { ࣞࣾࣾ| augmented session dissimilarity } 
1: Pre-processing of web server access log 

a. Removing of extraneous information- ࣦࣷ ← ሼ ଵं, ଶं … ंࣿ ሽ  is  a cleaned web log file    
b.  Identification of web users   ࣯ࣻ ൌ ሼ ࣯ଵ,࣯ଶ, … .࣯௡ ሽ   ݂ݎ݋ ࣻ ൌ 1,2, …ࣿ.  
c. Identification of web user sessions ࣭ ൌ ሼ  ଵ࣭, ࣭ଶ, … . ࣭ࣾ ሽ   ݂ݎ݋ ࣻ ൌ 1,2, …ࣾ.  

Where, ࣾ   ࣿ 
2: Vector representation of web user sessions:   

࣭ ൌ ሼሺ ଵ࣪, ऄଵ, ଵࣹ, ःଵሻ, ሺ ଶ࣪, ऄଶ, ࣹଶ, ःଶሻ, … ሺ࣪ࣿ , ऄࣿ, ࣹࣿ, ःࣿሻሽ  ݂ݎ݋ ࣼ ൌ       1,2, …ࣿ.  
Where, ࣼ࣪ , ऄࣼ, ࣹࣼ ܽ݊݀ ःࣼ are the accessed page, time spent on page (in seconds), # of visits to page 
and the size of the page (in bytes) respectively. 

3: Computation of relevance of any web page in user sessions for each pair of (࣭ࣽ, ࣻ࣪ ) session ࣭ࣽand  page 

ࣻ࣪ ࣻ ݁ݎ݄݁ݓ  ൌ 1,2,…ࣿ ܽ݊݀ ࣽ ൌ 1,2, …ࣾ.    
a. Compute the duration of a web page ( ࣻ࣪) in user session (࣭ࣽ) using Eq. (1). 
b. Compute the Frequency of web page ( ࣻ࣪) in user session (࣭ࣽ) using Eq. (2). 
c. Compute the relevance of web page ( ࣻ࣪) in user session (࣭ࣽ) using Eq. (3). 

4: Computation of page relevance based augmented session similarity matrix by using Eq. (5)    
5: Calculation of page relevance based augmented session dissimilarity matrix ࣞࣾࣾ ൌ 1 െ ࣬ࣧࣾ୫ 

using Eq.(6). 

IV. DESCRIPTION OF PROPOSED CLUSTERING ALGORITHM 

In this section, we are presenting the formulation of the idea of proposed conglomerate fuzzy relational c-
mean (DFRCM) clustering algorithm in details. 

F. The estimation of number of representative cluster centres  

To find a representative cluster prototype , clustering algorithms search for the centres of dense regions in the 
given relation. We applied subtractive clustering method [16] is which more useful extension of the mountain 
clustering [17] for estimation of some cluster centres. The subtractive clustering method assumes that each data 
point is a potential cluster centre and, without prior knowledge of the default number of centres, it calculates the 
likelihood of a data point being defined as a cluster centre according to the density of the surrounding data 
points. We compute the value of potential density function at every augmented session using Eq. (7) 

 ଵ࣪ሺࣛ ࣭ࣻሻ ൌ ∑ ݌ݔ݁ ቀെ
ࣸ࣬,ࣻࣼ൫࣭ࣛࣻ ,࣭ࣛࣼ൯

ंࣵమ
ቁࣿ

ࣼୀଵ , ∀ࣻ ൌ 1,2, … ,ࣾ.                                                                          (7) 

If   ࣸ࣬,ࣻࣼ is small then ࣭ࣛࣼ  and ࣭ࣛࣻ will be more related and had major influence on the potential density 
value  ଵ࣪ሺ࣭ࣛࣻሻ; otherwise  ࣭ࣛࣼ  and ࣭ࣛࣻ will be less related and had no significant influence on  ଵ࣪ሺࣛ ࣭ࣻሻ. The 
parameter ंࣵଶ is a radius and defines the neighbourhood of the selected augmented session ࣭ࣛࣻ. The sessions 
outside this radius have little influence on the selected session’s potential density value. 

After computing the PDF at every session, we chose the highest PDF value session as the first representative 
cluster centre आ࣬,ଵ by using Eq. (8). If there are multiple sessions with highest PDF value then we choose 
subjectively any one of them.  

   ଵ࣪൫࣭ࣛࣽభ൯ ൌ maxࣻୀଵሼ ଵ࣪ሺ࣭ࣛࣻሻሽ ;        आ࣬,ଵ ← ൫࣭ࣛࣽభ൯                                                                             (8) 

To find the second representative cluster centre, we use Eq. (9) compute the subtractive PDF value over the 
neighbourhood defined by  ௕ं

ଶ. If  ࣸ࣬,ࣻࣼ is smaller between ࣭ࣛࣻ and आ࣬,ଵ then effective potential of each 
sessions around आ࣬,ଵwill be reduced due to this subtraction. 

    ଶ࣪ሺࣛ ࣭ࣻሻ ൌ ଵ࣪ሺ࣭ࣛࣻሻ െ ଵ࣪൫आ࣬,ଵ൯݁݌ݔ ൬െ
ࣸ࣬,ࣻࣼ൫࣭ࣛࣻ ,आ࣬,భ൯

ࣶं
మ ൰ , ∀ࣻ ൌ 1,2,… ,ࣾ.                                         (9) 

After discounting PDF values for all sessions over effective zone of influence of ௕ं
ଶ , we select the highest 

subtractive PDF value as the second representative cluster centre आ࣬,ଶ by using Eq.( 10) 

  ଶ࣪൫࣭ࣛࣽమ൯ ൌ maxࣻୀଵሼ ଶ࣪ሺࣛ ࣭ࣻሻሽ ;              आ࣬,ଶ ← ଶ࣪൫࣭ࣽమ൯                                                                     (10) 

Similarly, to select any jth representative cluster centre, the PDF value of each user session over effective 
zone of influence during jth iteration is computed using Eq. (11)  

  ࣼ࣪ሺࣛ ࣭ࣻሻ ൌ ࣼ࣪ିଵሺ࣭ࣛࣻሻ െ ࣼ࣪ିଵ൫आ࣬,ሺࣼିଵሻ൯݁݌ݔ ൬െ
ࣸ࣬,ࣻࣼ൫࣭ࣛࣻ ,आ࣬,ሺࣼషభሻ൯

ंమ
൰ , ∀ࣻ ൌ 2,… ,ࣾ.                         (11) 
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The same procedure will continued until the ratio of highest potential (during tth iteration) and maximum 
potential (during 1st iteration) is greater than to the acceptance ratio ࣛं.The tth representative cluster centre आ࣬,ࣼ 
is selected by using Eq. (12) 

    ࣼ࣪ ቀ࣭ࣛࣽࣼቁ ൌ maxࣻୀଶ൛ ࣼ࣪ሺ࣭ࣛࣻሻൟ , ∀ࣻ ൌ 2,… ,ࣾ.   आ࣬,ࣼ ← ࣼ࣪ ቀ࣭ࣛࣽࣼቁ                                              (12) 

 If this value is less than the reject ratio ࣬ं then we will reject the session as representative cluster centre. If 
this value falls between ࣛं and   ࣬ं we check that session is far from the existing representative cluster centre. 

G. Relational Fuzzy C-mean clustering 

Given a set of augmented user sessions ࣭ࣛࣻ ൌ ሼ ࣛ ଵ࣭,࣭ࣛଶ,… .࣭ࣛࣾ ሽ   ݂ݎ݋ ࣻ ൌ 1,2, …ࣾ. Where, each 
session is represented by vector of ࣿ-dimensions ࣭ ൌ ሼࣛ ࣭ࣻ

ଵ,࣭ࣛࣻ
ଶ, …࣭ࣛࣻ

ࣿሽ,   ∀ࣻ ൌ 1,2, … ,ࣾ. Let ࣸ࣬,ࣼࣻ is the 
relational distance between cluster prototype and augmented session ࣭ࣛࣻ. Let ࣰ࣬ ← ሼआ࣬,ଵ, आ࣬,ଶ, … आ࣬,ࣷሽ  
represent a set of relational cluster centres in  ࣞ . The objective function of relational fuzzy c-means algorithm 
seek to c representative sessions as relational cluster centres (known as centroid), such that the total distance of 
other sessions to their closest centroid is minimized. The objective function of relational fuzzy c-means (RFCM) 
[19] is defined as Eq. (13).     

   ࣠࣬ி஼ெ ൌ ∑  
∑ ∑ ఓࣻࣼ

ࣹ
ఓࣽࣼ
ࣹ
ࣸ࣬,ࣼࣻ

ࣿ
ࣽసభ

ࣿ
ࣻసభ

ଶ∑ ఓࣻࣼ
ࣹࣿ

ࣻసభ

 ࣷ
ࣼୀଵ                                                                                                             (13) 

And membership functions is given by (14) 

ࣼࣻߤ   ൌ
൫ࣸ࣬,ࣼࣻ൯

ష 
భ

 ሺࣹషభሻ

∑ ൫ࣸ࣬,ࣼࣻ൯
ష 

భ
 ሺࣹషభሻ೎

ࣼసభ

                                                                                                                  (14) 

Where, ࣹ ∈ ሾ1,∞ሿ  is a fuzzification coefficient and The Euclidean distance ࣸ࣬,ࣼࣻ is the relational distance 
between cluster prototype and augmented session ࣭ࣛࣻ and this distance is calculated based on memberships in 
࣯ and dissimilarities in ࣞ using Eq.(15) 

 ࣸ࣬,ࣼࣻ ൌ ൫ࣞआ࣬,ࣼ
ऄିଵ൯

ࣻ
െ

ଵ

ଶ
൫आ࣬,ࣼ

ऄିଵ൯
࣮
ࣞआ࣬,ࣼ

ऄିଵ    for 1 ࣼ ࣷ and 1  ࣻ  ࣾ                                             (15) 

The relational cluster centres are updated by using Eq.(16 ) 

 आ࣬,ࣼ
ऄ ൌ

൫ఓࣼభ
ࣹ, ఓࣼమ

ࣹ,… ఓࣼࣾ
ࣹ൯

∑ ఓࣻࣼ
ࣹࣾ

ࣻ
 for 1 ࣼ ࣷ                                                                                                        (16) 

The pseudo code for above-described procedure is presented as algorithm 2. Which summarises the steps 
involved in conglomerate relational fuzzy clustering on estimating representative cluster centres from page 
relevance based relational matrix of augmented web user sessions. 

Algorithm 2: pseudo code for conglomerate relational fuzzy clustering for augmented web user sessions 

Input:      1. {ࣞࣾࣾ|Dissimilarity matrix} 
                 2.  Neighbourhood parameters:   ࣶं ൐ ंࣵ ൐ 0 ; accept ratio: ࣛं , reject ratio: ࣬ं; 
Output:  { ࣰ࣬ ← ሼआ࣬,ଵ, आ࣬,ଶ, … आ࣬,ࣷሽ  | set of relational cluster centres,    ࣯| Fuzzy membership matrix }              

1: t  1; 
2: for ࣻ ൌ 1,2, … ,ࣾ 
3: calculate potential density function (PDF)of each session using Eq.(7) 
4: end for 
5: select the session with Maxpdf  ଵ࣪൫࣭ࣽభ൯ ൌ ୀଵሼࣻݔܽ݉ ଵ࣪ሺ࣭ࣻሻሽ 
6: set it as first cluster centre आ࣬,ଵ ←   ଵ࣪൫࣭ࣽభ൯ 
7: compute the subtractive PDF of each session using Eq.(11) 

8: if     
࣪ࣼቀ࣭ࣽࣼቁ

భ࣪൫࣭ࣽభ൯
 ൐  ࣛं  then add ࣭ࣽࣼ  as the new cluster centre; 

t  t +1   &   set  आ࣬,ࣼ ← ࣼ࣪ ቀ࣭ࣽࣼቁ    go to step 5 

9: else if  
࣪ࣼቀ࣭ࣽࣼቁ

భ࣪൫࣭ࣽభ൯
 ൏  ࣬ं then discard ࣭ࣽࣼ    and terminate 

10: else let ࣸ௠௜௡ ൌ ݉݅݊ࣼୀଵ
ࣷିଵ

௝ࣸࣷ
ଶ ൫आ࣬,ࣼ , आ࣬,ࣷ൯ 

11:            if    
ࣸ೘೔೙

ࣵं
൅

࣪ࣼቀ࣭ࣽࣼቁ

భ࣪൫࣭ࣽభ൯
 ൐ 1  then add ࣭ࣽࣼ  as the new cluster centre 

12:             t t +1   &   set  आ࣬,ࣼ ← ࣼ࣪ ቀ࣭ࣽࣼቁ  , go to step 3 

13:            else discard ࣭ࣽࣼ    and   0 ← ࣼ࣪ሺ࣭ࣻሻ and select ௡࣪௘௫௧ሺ࣭ࣻሻ, go to step 3 
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From pre-processed sample logs frequency of page (FoP), duration of the page (DoP) and consequently 
relevance of page (RoP) matrix is computed. The page relevance matrix is harmonic mean of the frequency of 
page(FoP) and duration of the page(DoP) and gives equal importance to both matrices.The Augmented session 
(dis)similarity(ASS) is derived from this matrix and converted to dissimilarity matrix(ࣞࣾࣾ) using algorithm 1. 
The size of FoP, DoP, RoP and ASS matrix for sample data sets is given in Table 2. 

To visualise, potential clusters buried in relational dissimilarity matrix, a visual assessment of tendency 
(VAT) tool is used [22]. This VAT tool maps the values of dissimilarity matrix into the densities of a reordered 
VAT image along the diagonal. The number of dark blocks in diagonal which possess visual clarity represents 
the number of potential clusters. However, this is not always possible. These dark blocks appear only when a 
compact group exists in the data; however, this is not always possible [23]. The VAT images of augmented 
session (dis)similarity (ASS) are shown in Figure 3.  

The augmented session dissimilarity (ࣞࣾࣾ) for different size of user session data sets and other parameters 
(as given in Table 3), are used as input arguments in the proposed conglomerate fuzzy c-mean clustering 
algorithm (Algorithm 2). The selection of right neighbourhood radius parameters ंࣵଶ and  ௕ं

ଶ affect the output of 
clustering algorithm.Generally, the value of   ௕ं

ଶ  ंࣵଶ because algorithm seeks to find  all sessions with 
significant potential density values, while discounting the influence zone of  already detected potential cluster 
prototypes. 

 

Fig 3: VAT images of augmented session pair wise dissimilarity matrix of different sizes 

The value of accept ratio and reject ratio governs the number of generated clusters, if  ࣛंand  ࣬ं is too low 
then it will generate more clusters and some of them may be of insignificant potential density values.if the value 
of  ࣛंand  ࣬ं is very high then only few clusters will be generated and some significant clusters may be left 
undetected.We conducted multiple experiments on selected data sets with different values and combinations of 
these parameters and empirically selected the best values for these data set. 

Table III.  Summary of used default parameter values 

Parameters Symbols Choose Values Range  

Neighbourhood radius ंࣵଶ 0.3 0.2 ंࣵଶ 0.5 
Neighbourhood radius   ௕ं

ଶ 1.5 ंࣵଶ   ௕ं
ଶ  ंࣵଶ 

Acceptance ratio  ࣛं 0.7 0.3 ࣛं 0.9 
Rejection ratio  ࣬ं 0.15 0.05 ࣬ं0.4 
Fuzzyfier ࣹ 1.5 ࣹ [1,] 

This algorithm produces output as Potential density value for an index of prototype session of the cluster in 
descending order. For our experimental log sessions data the number of generated clusters and time taken to 
produce these clusters are summarised in Table IV. 
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Table IV.  Time required for generate clusters from different size dissimilarity matrix. 

Number of initial 
sessions 

Size of ASS/ 
(ࣞࣾࣾ) 
matrix 

 Number of generated 
clusters 

Time required creating 
clusters 

(In Seconds) 

1000 665665  8 5.71 
2000 13411341  10 65.41 

3000 20482048  12 103.63 

After finding the number of clusters and cluster centres (prototype sessions), the degree of membership of 
each session in every group is determined. By applying defuzzification, sessions with the highest level of 
accession is assigned crisply to nearest neighbour clusters to decide cardinality of clusters. All designated 
sessions are merged in a cluster, to represent the aggregate view of uniquely accessing URLs in that cluster. The 
detailed results are summarised in Table 5,6, and 7. 

Table V.  Clustering results for dissimilarity matrix of size 665665. 

Cluster 
Number 

Prototype Session of the 
cluster 

Cardinality of 
Cluster 

Potential density 
Value 

Number of Unique 
URLs 

1 256 320 243.43 322 
2 156 85 234.94 117 

3 143 42 224.02 79 

4 395 7 198.67 35 

5 171 46 197.91 72 

6 200 4 192.97 66 

7 609 159 179.47 98 

8 49 2 164.01 25 

Table VI.  Clustering results for dissimilarity matrix of size 13411341. 

Cluster 
Number 

Prototype Session of the 
cluster 

Cardinality of 
Cluster 

Potential density 
Value 

Number of Unique 
URLs 

1 1104 396 506.28 400 
2 256 223 503.91 264 

3 982 19 495.54 58 

4 156 270 488.39 182 

5 1068 18 477.03 63 

6 1105 41 431.48 95 

7 1034 19 418.44 70 

8 200 8 387.21 66 

9 609 337 362.37 210 

10 94 10 349.35 43 

Now, the clusters are representing the aggregate view of all belonging members (web user sessions) and their 
accessing page URLs. We computed the weight of URLs in any cluster by using Eq. (17) as given in [2]. 

  ࣱࣻࣼ ൌ
# ௢௙ ୭ୡୡ୳୰୰ୣ୬ୡୣୱ ୭୤ ୲୦ୣ ࣼ౪౞ ୙ୖ୐ ୧୬ ୡ୪୳ୱ୲ୣ୰ ࣻ 

௖௔௥ௗ௜௡௔௟௜௧௬ ௢௙ ௖௟௨௦௧௘௥ ࣻ
   (17) 
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Table VII.  Clustering results for dissimilarity matrix of size 20482048. 

Cluster 
Number 

Prototype Session of the 
cluster 

Cardinality of 
Cluster 

Potential density 
Value 

Number of Unique 
URLs 

1 1104 566 737.43 477 
2 256 344 735.03 377 

3 982 79 734.06 148 

4 1378 58 727.05 138 

5 1452 23 714.28 82 

6 156 400 688.73 264 

7 1034 13 634.10 30 

8 1057 17 625.06 111 

9 1353 51 590.10 82 

10 609 480 560.69 257 

11 94 10 531.90 45 

12 1992 7 469.61 20 

The most important pages in any clusters are represented by URL weight valueሺ ࣱࣻࣼሻ, and the prototype URL 
of the cluster has the highest weight value. The cluster profile is represented by group of URLs who have  ࣱࣻࣼ 
greater than some predefined threshold weight values and are more similar to the prototype URL of cluster. Due 
to space constraint only the summary of Prototype URL’s and their respective relevance value  ࣱࣻࣼ for each 
cluster of 1000 size log data are presented in Table 8. 

Table VIII.  Summary of generated cluster profiles for a matrix of size 665665. 

Cluster 
No. 

Prototype URL URL 
Relevanc
e࣬ࣻࣼ 

Remarks 

1 /shuttle/missions/* 0.31 URLs accessed for different shuttle missions 

2 /history/Apollo/* 0.60 URLs accessed for historical information 

3 /cgi-bin/imagemap/astrohome/* 0.37 Dynamic web pages 

4 /facilities/* 0.85 URLs giving  information related with facilities 

5 /shuttle/resources/* 0.56 URLs related to  shuttle resources 

6 /facts/* 1.00 pages giving facts  

7 /ksc.html 0.53 Main page of Kennedy space centre 

8 /persons/astronauts/* 1.00 URLs related with persons and astronauts 

VI. CONCLUSION AND FUTURE WORK 

In this paper, a conglomerate relational fuzzy clustering approach is presented for clustering of web user 
sessions. This method is based on potential density based sub-clustering and relational fuzzy clustering 
techniques. The relationships between web user sessions are derived from access relevance of pages in any 
sessions. The relevance of a page is a measure of user’s interest for any page URL and calculated by applying 
harmonic mean of access frequency of pages and duration of pages in any session. The simple binary web user’s 
sessions are transformed into augmented sessions by incorporating relevance of page in accessing sessions.The 
augmented session similarity matrix is computed from page relevance matrix using cosine similarity measure 
and converted to dissimilarity matrix. To visualise the number of potential clusters from an of web user 
relational dissimilarity matrix, a (VAT) tool is used. The VAT image shows the number of possible clusters 
ranging from 8 to 12. This dissimilarity matrix along with the values of different parameters are passed to the 
algorithm and get the output as some clusters, their potential density values and index of prototype session of 
clusters. The number of clusters generated by proposed approach are 8, 10 and 12 respectively for the different 
size of matrices (665665, 13411341 and 20482048). The aggregate user cluster profile for 665665 
augmented dissimilarity matrix with 8 number of cluster is discovered and presented in results. 
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