
Evaluation of nonlinear forecasts for 
radioelectric spectrum 
Luis Pedraza #*1, Cesar Hernández#*2, Ingrid Paez*3 

# Faculty of Technology, Universidad Distrital Francisco José de Caldas, 
Carrera 7 No. 40B – 53, Bogota, Colombia 

1 lfpedrazam@udistrital.edu.co 
2cahernandezs@udistrital.edu.co  

* Faculty of Engineering, Industrial and Systems Engineering Department, 
Universidad Nacional de Colombia, Carrera 45 N° 26-85, Bogota, Colombia 

1lufpedrazama@unal.edu.co 
2ceahernandezsu@unal.edu.co 

3ippaezp@unal.edu.co 

Abstract—This paper presents the development and evaluation of three nonlinear models to forecast 
the power reception of different channels of the global system for mobile communications (GSM) in order 
to analyze spatial opportunity to reuse frequencies by secondary users (SUs) in a cognitive radio (CR) 
network. Markov, empirical mode decomposition-support vector regression (EMD-SVR) and wavelet 
neural models were utilized to forecast the channel occupancy status. Results were evaluated using the 
criteria of availability and occupancy times of channels, different types of mean error, and observation 
time. This study forecasts not only the reception power but also the occupancy and availability time of 
channels to determine the accuracy percentage that can have of the channel use time for the primary 
users (PUs) and SUs in CR systems. The analysis of the models presents the wavelet neural model as the 
one with the best behavior in the variables evaluated. Thus, this study suggests that this model represents 
a promising alternative to CR systems. 

Keyword-Radioelectric Spectrum, Cognitive Radio, Time Series, Forecast Models, Nonlinear Models. 
I. INTRODUCTION 

Radioelectric spectrum occupancy has been widely studied due to its importance for the construction of new 
spectrum assigning policies in emerging technologies as well as in monitoring activities both in licensed and 
unlicensed bands. Real measurements for spectrum use within a determined band enable the corresponding 
authorities to guarantee that licensees meet local and regional spectrum regulations [1]. On the other hand, 
precise parameter estimates like time quantity and geographical region where the different spectrum band is 
actually used bring useful information to determine spectral opportunities for variant technologies within a 
domain. In this paper such technologies correspond to GSM technology variant in time domain. 

The spectrum sensing in CR provides the necessary information about the status of the wireless channels, 
modeling and forecast of communications. This could contribute to spectral efficiency improvement efforts [2-
4]. The prediction information of the channel status can be used by SUs to decide the sensing periods and 
channel occupancy duration for a single channel sensing scenario [5]. Besides, SUs can select the channels with 
higher probability of vacancy in multi-channel wideband sensing scenarios by means of prediction information 
[6], and also PUs occupancy models can be used as empty channel indicators replacing the spectrum sensing 
procedures [7]. 

Various initiatives have been proposed to model radio spectrum [2, 8-14]. One of the fundamental differences 
between the typical proposals and the one presented here lies in the fact that in those the time series of the duty 
cycle of different channels is modeled, whereas in our proposal the time series of received power in three GSM 
channels are modeled by means of different occupancy levels. To do this, three models have been employed. In 
the first place, the Markov model, which has been used especially to forecast binary channel occupation [10, 11] 
in wireless networks. For example in [15], a discrete Markov chain was implemented to model duty cycles of 
channels with different wireless technologies. Second, the EMD-SVR model, combining support vector 
regression (SVR), an appropriate method to forecast non-stationary signals, and empirical mode decomposition 
(EMD), was used to analyze both stationary and non-stationary signals. In [12] the EMD-SVR algorithm 
showed good results at forecasting the signal of a radar frequency monitoring system. Finally, the wavelet 
neural model was considered on the basis of the highly accurate results it has proven in forecasting different 
types of time series [16-20]. 

 
 

e-ISSN : 0975-4024 Luis Pedraza et al. / International Journal of Engineering and Technology (IJET)

p-ISSN : 2319-8613 Vol 8 No 3 Jun-Jul 2016 1611



The analysis of the results obtained in the forecasts by the models is based on the following variables: 
availability time of the channel, occupancy time of the channel, observation time and error criteria analysis 
(symmetrical mean absolute percentage error (SMAPE), mean absolute percentage error (MAPE) and mean 
absolute error (MAE)) [21-23].  

The remainder of this paper is then divided in the following way: section II describes the characteristics of the 
models employed; in section III the statistical analysis of the spectrum measures and the models’ design is 
carried out; section IV presents comparative results of the models studied; and section V shows the conclusions 
drawn in this paper. 

II. THEORY AND BACKGROUND 

The models that will be described in this part start from the assumption of non-linear time series. This is 
particularly true for short-term analyses. 
A. Markov Model 

The parameters of the model are unknown and must be settle taking observable data into consideration. The 
main idea behind a hidden Markov model (HMM) is that the latent state of the system, together with other non-
observable information, are hidden as part of an observation process affected by some “noise”. This hidden 
information is assumed to keep track of the dynamics of the finite-state Markov chain in discrete or continuous 
time [24]. 

1) Markov chain 
Let (Ω, F, P) be a probability space and let (Xk)kЄN be a sequence of random variables in the state-space set M 

= {m1, m2 ... mN}, where x is the function x: Ω→M and N is the set of natural numbers.The process x is said to 
be a Markov chain if it satisfies Markov’s property [24].The process x is said to be a Markov chain if it satisfies 
Markov’s property [24] 

 ܲ൫ݔାଵ = ݉௫ೖశభ|	ݔ = ݉,… . . , ݔ = ݉൯ = ܲ൫ݔାଵ = ݉௫ೖశభ|	ݔ = ݉൯       (1) ∀݇ ≥ …,,݉ଵ݉ݕ		1 . ,݉ ∈  ܯ
The initial distribution of x is defined by X = (Xm: mЄM), Xm = P(x = m) = P ({w: x (w) = m}). Furthermore, 

the Markov chain (Xk)kЄN is characterized by its transition probability matrix Π. For a particular element πji of 
the transition probability matrix we have [24], 

ߨ  = ାଵݔ)ܲ	 = ݔ	|݆ = ݅),			݅, ݆Є(2)             ܯ 
2) Hidden Markov model 
In a HMM a Markov chain is embedded in a stochastic process, which is a series of observations. The 

Markov chain itself is not observable; this lies “hidden” in the observation. The aim is to estimate the underlying 
Markov chain, this is, filter the sequence {xk} out of the observations. 

3) Change of probability measure 
A summary of a change of probability measure technique for the filtering process is shown below. The 

change of the measure technique has been widely used in filtering applications. It was introduced for the 
stochastic filtering in [25]. 

This new “ideal” probability measure is equivalent to the real world measure, which is the measure under 
which we have the observation process. Changing the real measurement for an ideal one leads to easier ways of 
calculating filters such as the results of the Fubini-type, which can be used instead of direct calculations that 
require hard semimartingale methods. 

4) Changes of the measure techniques 
The theory of the evolution of the measures is based on the equivalence of two probability measures linked 

through the Radon-Nikodym theorem [26]. 
5) Adaptive and recursive filters 
The aim is to attain adaptive and recursive filters for the Markov chain. Adaptive filters enable coefficients to 

adjust to the current situation of the series. This adjustment is achieved with the help of a recursive algorithm 
within the filter. Consequently, a “self-tuning” model is generated, which adjusts itself to changes in the time 
series data. In a recursive filter the filter’s previous output values are used as input for the calculations.  

The number of jumps of a Markov chain from a state r to a state s is considered in the time k defined by [24] ܬ(௦): = ∑ ,ିଵݔ〉 ݁〉〈ݔ, ݁௦〉ୀଵ              (3) 
where er and es are unitary vectors.  
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Secondly, consider the occupation time, given by the length of time x spent in state r up to time k. This is 
given by [24] 

 

ܱ(): = ∑ ,ିଵݔ〉 ݁〉ୀଵ                 (4) 
An auxiliary process is also needed to estimate the vectorsߨ, ,ߙ  :This has the following form [24] .ߦݕߛ
 

ܶ()(݃):= ∑ ,ିଵݔ〉 ݁〉݃(ݕ)ୀଵ           (5) 
where g is a function. 
The representation in discrete time of the reception power process is obtained from [24] 
 ܲାଵ = (ݔ)ߙ ܲ + (ݔ)ߛ +  ାଵ        (6)ݓ(ݔ)ߦ
where {xk} is a discrete time of the Markov chain, and ሼݓሽ is the sequence of standard normal random 

variables, independent and identically distributed. For this discrete-time version the optimal parameters can be 
derived by means of filtering techniques [24]. The optimal parameter estimation is obtained through the 
technique of maximum likelihood estimation (MLE). 

6) Expectation maximization algorithm 
This algorithm is employed to derive estimations from the optimal parameters to the adjusted model 

parameter ߠ = ൛ߨො, ,ොߛ ,	ොߙ 1		መߦ ≤ ݅, ݆ ≤ ݊ൟ . The expectation maximization (EM) algorithm is an iterative 
procedure to find the MLE in problems with incomplete data, in which calculating MLE may result difficult due 
to the missing values or the optimization of the likelihood function is analytically intractable [24, 27]. 
Fig. 1 shows the HMM algorithm used to forecast the received power in the GSM channels.  

 
Fig. 1. Flow chart of hidden Markov model 

B. Empirical Mode Decomposition and Support Vector Regression Model 
Down below are described the EMD and SVR methods, which were used together to forecast reception 

power of the GSM channels.  
1) Empirical mode decomposition. 
A principle of EMD is to decompose a signal x(t) into a sum of functions that satisfies two conditions [28]:  
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• The number of extreme and the number of zero crossings must be either equal or differ at most by one.  
• The mean value of the envelope defined by the local maxima and the envelope defined by the local 

minima is zero. 
 
These functions are known as intrinsic mode functions (IMF) and are represented as imfi(t). IMFs are 

obtained using the EMD algorithm shown below [29]: 
1. Initialize: r0(t)=x(t), i=1 
2. Extract the i-th IMF: 
(a)Initialize: h0(t)= ri-1(t), j=1 
(b)Extract the local minima and maxima of hj-1(t)  
(c)Interpolate the local maxima and the local minima by a cubic spline to form  
upper and lower envelopes of hj-1(t) 
(d)Calculate the mean mj-1(t) of the lower and upper envelopes  
(e)hj(t)= hj-1(t)-mj-1(t) 
(f)If stopping, the criterion is satisfied, then set imfi(t)=hj(t) else go to (b) with j=j+1 
3. ri(t)= ri-1(t)-imfi(t) 
4. If ri(t) still has 2 extreme at least, then go to 2 with i=i+1 else the decomposition is 
finished and ri(t) is the residue. 
At the end of the algorithm we obtain (ݐ)ݔ = ∑ ݅݉ ݂(ݐ) + ୀଵ(ݐ)ݎ                (7) 
where rn(t) is the residue of the decomposition, which can be the mean tendency or a constant.  
2) Support vector regression 
Consider a training data set ሼ(ݔ, )ሽୀଵேݕ , where each xiЄRn denotes an input value and an objective value yi∈ 

R. The generic SVR constitutes a linear function [30]: 
(ݔ)݂  = 〈(ݔ)ߔ,ݓ〉 + ܾ          (8) 
where φ(⋅) is a nonlinear mapping from Rn to a higher dimensional space called feature space. The regression 

vector w (w ⊂Rn) and the bias term b (b ∈ R) provide solution to the convex optimization problem [31]: 
 min௪,క,క∗ ܮ = ܥ ∑ ߦ) + ∗)ேୀଵߦ + ଵଶ  ଶ         (9)‖ݓ‖

ቐݕ − 〈(ݔ)ߔ,ݓ〉 − ܾ ≤ ߝ + 〈(ݔ)ߔ,ݓ〉ߦ + ܾ − ݕ ≤ ߝ + ,ߦ∗ߦ ∗ߦ 																					≥ 0	  

where the parameter ε adjusts the size of the regression approximation error to control the support vector 
number and the generalization capacity. The larger is the value of ε, the lower is the accuracy. The presence of 
errors in the data set is measured by means of other internal parameters ξiy ξi

* called “slack variables”, which 
characterize the deviation of training samples outside the ε-margin [31]. In formula (9) C is a constant that 
determines sanctions to estimation errors. A considerable C assigns significant sanctions to errors, in such a way 
that the regression is trained to minimize errors with a lower generalization, while a smaller C assigns an 
inferior number of sanctions to errors [30]. In standard SVR the values of C and ε must be specified beforehand.  
The previous optimization problem can be easily solved using this double formulation [30, 31]:  
 max,∗ ܮ = − ଵଶ∑ (ܽ∗ − ܽ)(ே,ୀଵ ܽ∗ − ܽ)	ቀߔ(ݔ), ൯ቁݔ൫ߔ −	∑ (ܽ∗(ݕ − (ߝ − ܽ(ேୀଵ ݕ  (10)          																																																							((ߝ+

Subject to  (ܽ − ܽ∗) = 0,								ܽ, ܽ∗ ∈ ሾ0, ሿேܥ
ୀଵ  

where the variables αiy αi
* are determined by quadratic programming techniques. Then, the solution of vector 

w and the SVR regression function are obtained from the following expressions [30]:  
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ݓ = ∑ (ܽ − ܽ∗)ߔ(ݔ)ேୀଵ                (11) 
(ݔ)݂  = ∑ (ܽ − ܽ∗)〈ߔ(ݔ), 〈(ݔ)ߔ + ܾேୀଵ               (12) 

In (12) the scalar product in the feature space ‹φ(xi),φ(x)› can be replaced by a kernel function k(xi,x). Kernel 
functions enable the dot product to be performed in high-dimensional feature space using low-dimensional 
space data input without knowing the transformation φ[30]. The most employed kernel function is the Gaussian 
RBF with a width of σ[30]. 

,ݔ)݇  (ݔ = ݔ݁ ቄ− |௫ି௫|మఙమ ቅ               (13) 

3) Regression support vector in time series forecast 
In the modeling and forecast of nonlinear time series, the phase space reconstruction (PSR) is essential [32]. 

In general terms, the dimension of phase space of nonlinear time series is likely to be very high, even infinite, 
which in most of the cases is not known. So, the information hidden in the time series can be exposed only when 
time series is expanded to multi-dimensional space [33]. Therefore, PSR permits to make forecasts, short term, 
of forward behavior of a time series, using information based only in previous values.  

The traditional PSR often adopts a method called Coordinate Delay (CD) [33]. Given a time series ሼݔ௧ሽ௧ୀଵே , 
reconstruct the feature vector [33]: 

 ܺ௧ = ൫ݔ௧, ,௧ିଵݔ … ,  ௧ି(ିଵ)൯               (14)ݔ
(m is embedding dimension, delay time sets in 1; t = m, m +1,…, N -1) modeling time series, consists in 

finding a function f: Rm → R between the self-correlative input Xt and the output Yt, such that [33]: 
 ௧ܻ = ௧ାଵݔ = ݂൫ݔ௧, ,௧ିଵݔ … , ௧ି(ିଵ)൯ݔ = ݂(ܺ௧)            (15) 
When applying SVR to process the training data set ሼ(ܺ௧, ௧ܻ)ሽୀே  a time series forecast model can be created 

in the following way [34]: 
 ேܻ = ොேାଵݔ = ∑ (ܽ − ܽ∗)ேିୀଵ ,ேܺ)ܭ (ݔ + ܾ          (16) 
where XN=(xN, xN-1, …, xN-(m-1)) 
4) Forecast model EMD-SVR 
The EMD-SVR model, as it can be seen in Fig. 2, uses the EMD algorithm to decompose data series 

{x1,…..,xl} in a finite set of IMFs. Then, the forecasts on these IMFs are made using SVR model to obtain the 
forecasted value ଓ݉ ప݂ (݈ + 1); and finally, according to formula (7), the forecasted value ݔො(݈ + 1) can be found 
by the sum of previously forecasted results [12]. 

 
Fig. 2.EMD-SVR flow chart [12] 
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Through EMD the different information features of raw data can be displayed in several scales, reason for 
which this method may better capture the local fluctuations of raw data. What is more, having each IMF similar 
frequency characteristics, simpler frequency components and strong regularity, EMD has the capacity to reduce 
the complexity of SVR modeling and improving SVR forecast and accuracy[12].  
C. Wavelet Neural Model 
In [35] the idea of “wavelet networks” is proposed, the theory combines both wavelets and neural nets. 

1) Wavelet 
The wavelets are a kind of functions used to locate a given function in the position and in the scale. Wavelets 

are the base of the wavelet transform, which “divides data from functions or operators into different frequency 
components, and then each component is studied with a resolution e to its scale”[35, 36]. 

A wavelet is a “small wave” function, usually noted as ψ(·). A small wave grows and decreases in a finite 
period of time opposed to a “large wave”, such as the sine wave, which rises and decreases several times within 
an infinite period of time. The function ψ(·) is generally referred to as mother wavelet. A wavelets family can be 
generated from translation and expansion of this mother wavelet [17]. 

Discrete wavelet transform (DWT) uses mother wavelets such as Haar, Daubechies, Coefiman, among others. 
Through DWT, a signal in different frequency bands with different resolutions to decompose the signal into 
high scale is analyzed, which are low-frequency components also called approximate coefficients; and low scale, 
which are high-frequency components called detailed coefficients. This way, wavelet transform is an 
implementation of a filter bank that decomposes a signal into multiple signals [37]. Wavelet coefficients may be 
expressed as [38]: 

 ఃܹሾ݆, ݇ሿ = ଵ√ெ∑ ݂ሾ݊ሿߔ,ሾ݊ሿ               (17) 

 టܹሾ݆, ݇ሿ = ଵ√ெ∑ ݂ሾ݊ሿ߰,ሾ݊ሿ݆ ≥ ݆             (18) 

where f[n] is the sample projection within time domain, φjo,k is the scale function and ψj,k is the translation 
function, which are discrete functions defined between [0,M-1], for a total of M dots. Coefficients in (17) 
represent the approximate coefficients, whereas the ones in (18) represent the detailed coefficients.  

2) Neural network 
The neural network has a series of external inputs and outputs that take or supply information to the 

surrounding environment. Inter-neural connections receive the name of synapses which have associated weights. 
These weights are used to store the knowledge received from the environment. Learning is achieved by 
adjusting these weights according to a learning algorithm. It is also possible for neurons to evolve by modifying 
their own topology, which is modified by the fact that neurons may die and new synapses may grow [17].  

Generally, a number of input/destinations are required in order to train a network. One neuron receives 
numerical information through a number of input nodes, internally processes it, and generates a response. 
Processing is usually carried out in two stages: firstly, input values are linearly combined; secondly, the result is 
used as an argument of a nonlinear activation function. The combination uses the weights attributed to each 
connection, and a constant term. Fig. 3 shows a scheme used to represent a neuron [39].  

 
Fig. 3. Model of a neuron [39] 

In Fig, 3, the output of the neuron is given by [39]: 
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ݕ = ݂ሾ(∑ ݔݓ − ୀଵߠ )ሿ, ݅ = 1,2,3…݊        (19) 
where xi is the neuron input, wi is the weight, θ is the offset and f is the activation function. 
3) Wavelet neural network 
Wavelet neural networks combine the wavelets theory with the neural networks. In the model proposed in 

this paper, the processes corresponding to wavelet and the neural networks are carried out separately. The input 
signal is decomposed using a mother wavelet, then the coefficients are sent to the input of the multilayer 
backpropagation neural network, and finally the output of the neural network is reconstructed by means of the 
wavelet analysis for obtaining the power forecast of the GSM channels. In Fig. 4, the wavelet neural network 
model developed is presented.  

The neural model employed in this research makes use of a multilayer backpropagation neural network, 
whose output error is propagated backwards to adjust the weights that involve the error minimization. The 
backpropagation networks learn with the descending gradient method, which defines the way to train the output 
nodes in a multilayer network [40]. 

 
Fig. 4. Wavelet neural network 

III. CASE STUDY AND EXPERIMENT PROCEDURE 

The decision to carry out this study was made during the spectrum measures campaign held in Bogota-
Colombia, where we obtained the measurements employed in this work from a spectrum occupancy study 
previously carried out [1, 41]. The band analyzed was the GSM 850 MHz, as it is a band constantly used and 
viable for analysis in time function with conventional equipment, like a spectrum analyzer. Measurements used 
correspond to a week, from December 23 to 29, 2012. In some studies [42], it has been indicated that a 
reasonable option for obtaining representative data without any a priori information about a band is to consider 
measurement periods of at least 24 hours in order to avoid under or overestimating frequency bands occupancy 
with some temporary patterns. While a 24 hours measurement period could be thought as adequate in order to 
properly characterize the activity of determined spectrum bands [43], in this research 7 days were analyzed, 
including patterns for workdays and weekends. Additionally, this time period is sufficient to measure occupancy 
in mobile networks with low use, as indicated in [43]. Thus, the data gathered along the 7 days were used to 
train the models previously presented and to particularly forecast the reception power data of Friday from 5 pm 
to 6 pm. This period was chosen since during this time an increased use of the channels by PUs was perceived. 

The channels to be modeled were selected after measuring duty cycles of 60 channels in the GSM band. From 
these, three channels with different occupancy levels (high, medium and low), were chosen. Fig. 5 presents 
results of power measures for three downlink channels during a week. Spectrum analyzer configuration for this 
band was the following: a resolution bandwidth of 100kHz with a sweep time of 290ms, which guarantees GSM 
signal detection with a bandwidth of 200kHz. Daily duty cycles from PUs at selected channels are depicted in 
Fig. 6. Threshold (λ) used, which for this event is of -89dBm, was obtained from (20) with a probability of false 
alarm (Pfa) of 1% [44]: 

 

ܲ = ቀ	,ഊమቁ()                (20) 

where Г(.) and Γ(. , .) are complete and incomplete gamma functions, respectively, and m is the product of 
time times bandwidth. 
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Fig. 5. Power measurements for three GSM band downlink channels [45] 

 
Fig. 6. Duty cycles for three GSM band downlink channels [45] 

Fig. 7, 8 and 9 present histograms corresponding to distribution opportunities during time periods of GSM 
band channels; it is noted that such opportunities have an exponential behavior, whose approximate equations 
are exhibited in each figure. When channel occupancy increased occurrence was present especially during 
shorter time periods. In low, medium and high occupancy channels, total times of opportunities were 
approximately 84 hours, 81 hours and 78 hours, respectively, which indicates a relatively low occupancy. 

 
Fig. 7. Time period opportunities distribution for low channel 

 
Fig. 8. Time period opportunities distribution for medium channel 
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Fig. 9. Time period opportunities distribution for high channel 

In the following we proceeded to analyze the time series of measured channels during a week, which were 
equivalent to 1062514 samples. To do this, autocorrelation function (ACF) is initially presented, as it is 
observed in Fig. 10. ACF diagrams for the three channels present a form which is alternately positive and 
negative, decaying to zero, therefore there correlation [45]. 

 
Fig. 10. Autocorrelation for three GSM band downlink channels [45] 

A. Design of the Markov Model 
The design of this model is based on the flow chart of Fig. 1. Since the estimations of the parameters are 

calculated through the EM algorithm, initial values are selected for the implementation. These values must be 
reasonable for the algorithm to obtain the local maxima. Initial values to the algorithm can be found using the 
method of least squares in the first dots of the data. The estimation of the resulting parameters work as 
approximations to the initial values of the parameters ߙ, ߦݕߛ  which are, ߙ = 1.53, ߛ = −96.3192	andߦ =3.2551; ߙ	 = 0.09, ߛ = −81.8678	andߦ = 6.7551; ߙ	 = 0.05, ߛ = −94.8265	andߦ = 8.7551  for the low, 
medium, and high occupancy channels, respectively. Initial values for the transition probability matrix Π are set 
in 1/N, where N indicates the number of states in which the implementation is defined. Reception power value 
to be forecasted can be calculated by [24]: 

ሿܨ|ାଵݕሾܧ  = ݕ(ݔ)ߙሾܧ + (ݔ)ߛ + ሿܨ|ାଵݓ(ݔ)ߦ = ,ߙ〉 ݕ〈ොݔߎ + ,ߛ〉  ො〉                                               (21)ݔߎ
where ݔො =  ,ሿ. The number of states was chosen according to the minor akaike information criterionܨ|ݔሾܧ

in this case it is of three states, compared with the values of two and four states. Fig. 11, 12 and 13 depicts the 
evolution of parameters ߙ, ,ߛ  and the transition probability after 1440, 1654 and 1879 passes for the channels ߦ
GSM with low, medium and high occupancy, respectively. 
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Fig. 11. Evolution of the parameters ߙ, ,ߛ  and the transition probability of the low occupancy channel ߦ

 
Fig. 12. Evolution of the parameters ߙ, ,ߛ  and the transition probability of the medium occupancy channel ߦ

 
Fig. 13. Evolution of the parameters ߙ, ,ߛ  and the transition probability of the high occupancy channel ߦ

B. Design of the EMD-SVR Model 
The EMD-SVR model has a higher time-consuming in processing than the other models presented, reason for 

which the computational resources used in the simulation were insufficient to process all the input data (one 
week); therefore, the model had to be trained with 152000 data, which approximately corresponded to a day of 
measurements. With these data, the following 6351 values equivalent to Friday from 5 to 6 pm were forecasted 
and the results were then validated. The procedure carried out for the development of EMD-SVR model 
displayed in Fig. 2 may be summarized in the following steps: 

• EMD algorithm was executed. In this step 10 data of the time series were obtained (9 IMF plus 1 residue) 
as shown in Fig. 14, 15 and 16: 
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Fig. 14.EMD data results for the low occupancy channel 

 
Fig. 15.EMD data results for the medium occupancy channel 

 
Fig. 16.EMD data results for the high occupancy channel 

• A normalized processing of data series was carried out, in order to improving the model accuracy 
• Data was divided into two groups. The former group of 152000 data was used as training data set and the 

latter 6351 data were the test data set. 
• The SVR model for each series of the branching based on the training data set was created, and then it is 

reconstructed and data corresponding to one hour are forecast. 
C.  Design of the Wavelet Neural Model 

The input signal to the model, corresponding to the received power from the GSM channels is decomposed 
using the mother wavelet Discrete Meyer (dmey), whose results presented a lower error when compared with 
mothers wavelet Daubechies, CoifletsandSymlets [46]. The result is two levels containing in total four 
coefficients.  
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The multilayer backpropagation neural network used in this study is depicted in Fig. 4. It contains two inputs, 
two outputs and two hidden layers. The network was trained with the former 714952 data from the input signal 
and the number of training patterns was increased until the error decreased and became relatively constant, 
condition that was achieved for 1000 training patterns. Finally, the output of the neural network was 
reconstructed by means of a wavelet analysis in order to obtain the forecasted power.  

IV. RESULTS AND DISCUSSION 

Fig. 17 shows forecasts from the Markov model obtained from Fig, 1, from the EMD-SVR model based on 
Fig. 2, and from the wavelet neural model presented in Fig. 4. These forecasts were contrasted with the 
measured data for the powers of Friday from 5 to 6 pm. 

 
Fig. 17. Time series measured and forecasted for low, medium and high GSM channels using Markov, EMD-SVR and wavelet neural 

models 

Availability and occupation times for the channels measured and forecasted are depicted in Fig. 18 and 19. 
Availability time makes possible to analyze the accuracy with which SUs may use the available time of GSM 
channels in a CR system. Likewise, occupation time helps examine the accuracy within the time in which PUs 
make use of GSM channels. Average accuracy obtained between real and forecasted data, for occupancy time as 
well as for availability time, are presented in Table I. The above was calculated for the three GSM channels 
selected. 

TABLE I. Accuracy percentage of availability and occupancy times 

 

Percentage of availability time 
accuracy 

Percentage of occupation time 
accuracy 

Low 
occupancy 

channel 

Medium 
occupancy 

channel 

High 
occupancy 

channel 

Low 
occupancy 

channel 

Medium 
occupancy 

channel 

High 
occupancy 

channel 
Markov 
model 31 41 32 79 46 60 

EMD-
SVR 

model 
30 42 44 81 80 62 

Wavelet 
neural 
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100 97 99.8 100 95.1 99.9 
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Fig. 18. Availability time of the forecasted channels 

 
Fig. 19. Occupancy time of the forecasted channels 

Tables II, III and IV displays the errors between real and forecasted data of the models. This analysis 
included different variables to estimate errors such as SMAPE, MAPE and MAE. Wavelet neural model offers 
lower error values than EMD-SVR and Markov models in all the criteria analyzed. The reduction of the error 
with the wavelet neural model becomes from 10 to 80 times with regards to the other models.  

TABLEII.SMAPE comparison among the forecasted models 

Channel 
occupancy 

SMAPE-EMD-
SVR 

SMAPE-Markov 
SMAPE-Wavelet 

neural 
Low -0.0681 -0.0231 -0.0017 

Medium -0.0654 -0.02 -0.0020 
High -0.0991 -0.1201 -0.0019 

TABLE III.MAPE comparison among the forecasted models 

Channel 
occupancy 

MAPE- EMD-
SVR 

MAPE- Markov 
MAPE- Wavelet 

neural 
Low 0.0556 0.0227 0.00089 

Medium 0.0598 0.0189 0.0011 
High 0.0890 0.1117 0.0010 
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TABLE IV. MAE comparison among the forecasted models 

Channel 
occupancy 

MAE- EMD-
SVR 

MAE- Markov 
MAE- Wavelet 

neural 
Low 5.296 2.1336 0.0866 

Medium 5.411 1.6016 0.1 
High 8.022 4.3067 0.1005 

Fig. 20 shows the evaluation of the performance facing the forecast. This analysis was carried out in a 
computer with a dual core processor of 2.4GHz and a RAM memory of 4GB. In the best of the cases: the 
Markov model reduces error in 27% with an increment in the observation time of 391% for the high occupancy 
channel. In the same way, in the EMD-SVR model forecast error decreases by as much as 12.1% at the expense 
of an increment in the observation time of 28% for the low occupancy channel. Then, in the wavelet neural 
method the total of the error is reduced in 5.45% in detriment of a 47.5% in the observation time for the low 
occupancy channel. Finally, wavelet neural method reduces forecast error by as much as 99.62% when 
compared with Markov model and as much as 99.8% when compared with EMD-SVR model. 

 
Fig. 20. Forecast error vs. Observation time 

V. CONCLUSIONS 

Three nonlinear models (Markov, EMD-SVR and wavelet neural) were evaluated in order to forecast the 
reception power in GSM band channels. The model wavelet neural proved more advantageous in a CR system 
over the EMD-SVR and Markov models, as it presents very high accuracy in availability and occupancy times, 
with which the use of spectrum efficiency is improved and the interference level and collisions between PUs and 
SUs will be reduced. In addition, the different types of errors analyzed help demonstrate that wavelet neural 
gave the most optimal results. Other important aspect is that forecast error and observation time decrease by 
using the aforementioned model. As observed, at the best of the cases, observation times of less than 29 seconds 
for the three GSM channels are achievable, which makes feasible its use in practical systems of CR.  
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