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Abstract: In nowadays there is a large increase in the digital medical images and different medical 
imaging equipments are available for diagnoses, medical professionals are increasingly relying on 
computer aided techniques for both indexing these images and retrieving similar images from large 
repositories. To develop systems which are computationally less intensive without compromising on the 
accuracy from the high dimensional feature space is always challenging. In this paper an investigation is 
made on the retrieval of compressed medical images. Images are compressed using the visually lossless 
compression technique. Shape and texture features are extracted and best features are selected using the 
fisher technique and mRMR. Using these selected features RNN with BPTT was utilized for classification 
of the compressed images.  

Keywords: Image Compression, Image retrieval, Haar Wavelet, Gabor filter, Feature Selection, Recurrent 
Neural Network. 

Introduction 

The advancement of technology in the medical field has seen a large increase in the digital images which are 
used for diagnosis and therapy. To maintain and access these huge image repositories are difficult to manage. 
The images are accessed using the identification number or study characteristics [1].  Content-based image 
retrieval (CBIR) is a technique which retrieves images from a large scale databases according to user interests 
by using the visual contents of the images. It has been a fast growing research area. The previous techniques 
utilized textual annotations to retrieve the image which have many drawbacks. The early text-based image 
retrieval method surveys can be found in [2, 3]. Content-based image retrieval uses the features such as color 
[7], shape [8], texture [9] and spatial layout of an image to represent and index the image. During 1990, large 
interest is shown in this technique ranging from government [4], industry [5, 6] to universities [10]. Retrieving 
of medical images is also one of the important applications of CBIR [11]. The main goal of the medical 
information systems is to give the required information at the right time to improve the quality and efficiency of 
the care process [12].CBIR has played a greater role in providing the required information for clinical decision 
making system. The medical images are now growing larger in number and to store these images and 
transmission is also a challenging factor. The image needs to be transferred from one place to another in a case 
where a specialist may not be available. The similar images have to be retrieved from the database so that the 
professional can take a decision and guide for the further treatment. 
Feature selection searches and extracts a subset of “relevant features” so that effectiveness of classification 
accuracy can be optimized. By applying feature selection, only a compact subset of highly relevant features is 
retained, to simplify classification process and make it more effective [71]. 
To store and transmit the data efficiently we need to reduce the image data which is done by the method of 
compression. It removes the irrelevant and redundant data. It compress the image without degrading the image 
[13]. Hence by image compression space is saved and hence more images can be stored and also the same time 
the transmission of the image is also easy as required bandwidth reduces and it can be downloaded swiftly. 
Image compression is of two types lossy and lossless. Medical images, clip arts, technical drawings uses lossless 
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methods[14].Natural images can utilize the lossy compression methods as minor loss of information is much 
acceptable. If the lossy compression can produce unnoticeable differences then these are called as visually 
lossless [15]. Spatial, temporal and spectral are the different types of redundancies [16].spatial redundancies are 
focused in this research as these are foremost type of medical imagining data used [17].  

LITERATURE REVIEW 

Yang et al., [18] presented a boosting framework for distance metric learning that aims to preserve both visual 
and semantic similarities. The boosting framework first learns a binary representation using side information. 
Syam et al., [19] proposed a CBIR that using Medical images for retrieval and the feature extraction is used 
along with color, shape and texture feature extraction to extract the query image from the database medical 
images. The proposed CBIR technique is evaluated by querying different medical images and the retrieval 
efficiency is evaluated in the retrieval results. Han et al., [20] proposed a novel Back Propagation -based image 
retrieval (BPBIR) system for image retrieval. Kumar & Kumaraswamy [21] proposed to implement a novel 
feature selection mechanism using Discrete Sine Transforms (DST) with Information Gain for feature reduction. 
Peter et al., [61] developed a feature selection approach by projecting the image into sub-space based on 
Fisher’s Linear Discriminant. The proposed method was effective in separating classes in a low-dimensional 
subspace. Chengjun & Harry [62] developed an enhanced Gabor Fisher Classifier (GFC) for face recognition. 
Shiguang et al., [63] employed extended fisher face for face recognition. This was done to overcome the 
problem of inability to apply fisher face where single image is available for training. Ling et al., [64] used a set 
of fisher scores for calculating through partial derivative analysis of the parameters estimated in each HMM. 
These fisher scores are further combined with traditional features such as log likelihood and appearance based 
features to form feature vectors that exploit the strengths of both local and holistic features of human face. Xiao-
Ming et al., [65] developed an extended fisher face with 3D Morphable model. Dinakardas et al., [66] developed 
Inverse Fisher Discriminant Analysis which combined PCA plus LDA techniques that has two- phrase 
framework to deal with high dimensional space and singular cases. Zhuang et al., [67] Inverse fisher criterion 
was augmented by adding a constraint in PCA procedure so that singularity phenomenon will not occur. Nithya 
& Menaka [68] proposed Rough set theory (RST) based feature selection technique for removing irrelevant 
features and producing high accuracy for post processing data. 
Huda et al., [69] proposed two filter and wrapper hybrid approaches for feature selection techniques by 
combining the filter’s feature ranking score in the wrapper stage. The first approach hybridizes a Mutual 
Information (MI) based Maximum Relevance (MR) filter ranking heuristic with an Artificial Neural Network 
(ANN) based wrapper approach where Artificial Neural Network Input Gain Measurement Approximation 
(ANNIGMA) has been combined with MR (MR-ANNIGMA) to guide the search process in the wrapper. The 
second hybrid combines an improved version of MI based (Maximum Relevance and Minimum Redundancy; 
MaxRel-MinRed) filter ranking heuristic with the wrapper heuristic ANNIGMA (MaxRel-MinRed-
ANNIGMA). Unler et al., [70] presented a hybrid filter–wrapper feature subset selection algorithm based on 
Particle Swarm Optimization (PSO) for support vector machine (SVM) classification. This hybrid algorithm, 
called maximum relevance minimum redundancy PSO (mr2PSO), uses the MI available from the filter model to 
weigh the bit selection probabilities in the discrete PSO.  
Compressed medical image retrieval has not been studied extensively in literature. In this paper, investigation 
has been carried out for classification of compressed medical images. 

METHODOLOGY 

In this work, medical images were compressed using Haar. The compressed images were segmented and 
features extracted using Gabor filter for texture, Sobel edge detector for edge features and fusion of Gabor and 
edge features using concatenation. Features are selected using Fisher Score and mRMR feature selection 
methods. Recurrent Neural Network (RNN) is used for classification of the compressed images. Figure 1 shows 
the proposed framework to retrieve medical images. The techniques used are detailed in subsequent subsections. 

e-ISSN : 0975-4024 Vamsidhar Enireddy et al. / International Journal of Engineering and Technology (IJET)

p-ISSN : 2319-8613 Vol 7 No 6 Dec 2015-Jan 2016 2110



 

Figure 1: Flowchart of Proposed Methodology 

2.1 Image Compression 

Haar wavelet is the simplest wavelet introduced by Hungarian Mathematician Alfred Haar [22]. The use of the 
wavelet was done in 1981 by Jean Morlet a Geophysict. Morlet and the physicist Alex Grossman invented the 
term wavelet in 1984 [23].  Haar wavelet is orthogonal wavelet, compact and dyadic [24, 25]. The Wavelet 
transforms the image from the space domain to a local frequency domain [22, 26]. It requires low computing 
requirements. The operation of the Haar wavelet operates on the adjacent elements and calculates the sum and 
the differences of the data.  

The mother wavelet function of Haar  ( )tψ  can be given as: 
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To decompose the signal Hilbert transform was used and the signal was decomposed into two components 
average (approximation) and detail (fluctuation). 

A signal having sample values, the first average sub signal
1

1 2 3 /2( , , ,............ )Na a a a a= for a signal 
length of N is given as: a୬ = ୶మ౤షభା୶మ౤√ଶ ,n=1,2,3…….N/2. The first detail sub signal dଵ = (dଵ, dଶ, ……d୒ ଶൗ ). A 
resultant matrix M of first level  is formed and shown below  
A represents approximation area, H -horizontal area, V - vertical area and D -diagonal area [27].  

2n
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Haar Wavelet 
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2.2Feature Extraction 
Texture: Gabor filters [28,29,30] is  most widely used for texture feature extraction as it performs better and 
correspond to the characteristics  of the illustration for the edge detection[31,32]. The images are rotated in 
certain directions to measure the texture and information may be lost during the process of rotation of image, 
shifts or scale changes [33] 

Gabor filtered output of the image is obtained by the convolution of the image with Gabor function for 
each of the orientation spatial frequency (scale) orientation (Fig. 2). Given an image F(x, y), we filter this image 

with 
( , , , , , )x yGab x y W θ σ σ

[59] 

( , , , , , ) ( , )* ( , , , , , )= − −x y x y
k l

FGab x y W F x k y l Gab x y Wθ σ σ θ σ σ
 

The magnitudes of the Gabor filters responses are represented by three moments 
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The feature vector is constructed using 
( , , , ), ( , , , )x y x yW std Wμ θ σ σ θ σ σ

and Skew as feature 
components. 
Sobel Edge Detector: To Identify and locate sharp discontinuities in an image, due to sudden pixel intensity 
change, characterizing object boundaries within a scene is called edge detection [35]. To perform the Edge 
detection it applied the Sobel method. The gradient in X-direction and Y- direction is calculated using two 3X3 
size masks [34].  
The array is given below 

+1 +2 +1 
0 0 0 
-1 -2 -1 

 
                    Gx                                         Gy  

Figure 2: Convolution kernels of Sobel detector 

The horizontal and vertical gradient (Gx and Gy), are calculated and combined together to find the absolute 
magnitude of the gradient. The absolute magnitude is given by 
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 |G| =ඥG୶ଶ +G୷ଶ. 
The shape descriptors [59] are used to extract the features from the objects and described here are 

computes a no of circularity, discontinuity angle irregularity, aspect ratio, length irregularity, sharpness, 
complexity, right-angleness, directedness. Those are translation, rotation (except angle), and scale invariant 
shape descriptors. It can also use the edges to extract the image contours. Shape information can be obtained 
from the contour. From individual contour a set of shape features can be extracted and stored. Figure 3 
represents these shapes.  

 
Figure3. Shape and measures used to compute features 
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Where: n - number of sides of polygon, A - area of polygon, P - perimeter of polygon,  
C-length of longest boundary chord, p1, p2 - greatest perpendicular distances from longest chord to 

boundary, in each half-space either side of line through longest chord, 
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iθ - discontinuity angle between (i−1)-th and i-th boundary segment, r – number of discontinuity 
angles = a right-angle within a specified tolerance, and M - total length of straight-line segments parallel to 
mode direction of straight-line segments within a specified tolerance. 

2.3 Feature Selection 
In the real world classification problems require supervised learning techniques are required where the 

underlying class probabilities and class-conditional probabilities are unknown, and each instance is associated 
with a class label [36].Unknown relevant features are a priori. An irrelevant feature will not affect the target. 
Redundant feature does not add anything new to the target [37]. Redundant features can be removed so that 
running time of algorithm can also be reduced. It gives a better sight into the real world classification problem 
[38, 39]. 

The following lists those that are conceptually different and cover a range of definitions [36].  
a) Idealized: Necessary and sufficient minimally sized feature subset must be find out [40]. 
b) Classical: Selecting a subset of D features from a set of S features, D < S, such that the value of a 

standard function is optimized over all subsets of size M [41]. 
c) Improve Prediction accuracy: The selected features should improve the prediction accuracy [39]. 
d) Approximating original class distribution: the selected features class distribution should be close to 

the original class distribution given all feature values [39]. 
The main criteria of the feature selection is classification accuracy should not decrease and the selected features 
class distribution should be close to the class distribution of all the features. Feature selection methods searches 
for best features using some evaluation function. 
The feature selection method available in the literature are: filter-based, wrapper based and embedded methods 
[42]. The features are ranked as pre-processing step prior to learning algorithm and high ranking scores are 
selected in Filter- based methods. In Wrapper based methods features are selected using the by giving the scores 
to the features and these scores are given using a learning algorithm. In Embedded methods feature selection is 
combined with the learning algorithm. In this paper we used Fisher Score and mRMR (minimum redundancy – 
maximum relevance) 
Fisher Score: 

The Fisher Score [43] is a method to find the subset of most relevant features for classification. In order 
to obtain the best features it utilizes the discriminative methods, and generative statistical models. The features 
are selected using the principle that distance between data points lying in same class should be small and 
distance between data points lying in different classes should be large. Let us consider in general that the given 
data set is {൫x୧, y୧)൯}୧ୀଵ୬  where the xi є Rd  and  yi є{1,2,3,….c}. The aim is to find a subset of m most important 
informative features. The data matrix is represented as X=[x1,x2, ……….xn] є Rdxn -1 is a vector of all ones 
and 0 is vector of all zeros. I is the Identity matrix. So given f features it have to choose a subset of m<f features. 
Consider the input data matrix is A є Rdxn  reduces to B є Rmxn m features are selected. The Fisher Score can 
be computed as [44]: 
                                                  F(Z) = tr൛(Sୠതതതത൯(S୲ഥ  +ϒ Ι)-1 } 
Where ϒ –positive regularization parameter, Sୠതതത –between- class scatter matrix, S୲ഥ  - total scatter matrix Sୠതതത =∑ n୩(μ୩തതതୡ୩ୀଵ − μത)(μ୩തതത − μ)തതത୘  Sనഥ=∑ (z୧ − μത୬୧ୀଵ )(z୧ − μത)୘ 
Where μ୩തതത and n୩ are mean vector and size of K-th class. The overall mean vector of reduced data is given by μത=∑ n୩μ୩തതതୡ୩ୀଵ  . let μ୩	୨ 	and	σ୩୨ 	be the mean and standard deviation of k-th class related to the j-th feature 	μ୨ and σ୨ 
represent the mean and standard deviation of the set of the j-th feature. The Fisher score is given by: F(x୨) =∑ ୬ౡ(ஜౡౠ ିஜౠ)మౙౡసభ (஢ౠ)మ  where ( σ୨)ଶ = ∑ n୩(σ୩୨ )ଶୡ୩ୀଵ   

The features with top scores are selected by the Fisher Score. 
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The generalized Fisher Score Algorithm: 
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Maximum Relevance and Minimum Redundancy (mRMR) 

The mRMR [45] method is used for feature selection. Features are selected by ranking them based on 
its relevance to target and redundancy of features. The best features are selected such that it has minimum 
redundancy within the features and maximum relevance to target variable [46].  

Mutual information (MI) is a measure of general interdependence between random variables [47].It is 
used to quantify both relevance and redundancy. The MI is defined as [46] 

( ) ( ) ( )
( ) ( )
P x, y

I X, Y P x, y log
P x P y

=∬
  

Where X, Y are vectors, joint probabilistic density is represented by p (x, y) marginal probabilistic densities are 
given by p(x) and p(y)  
Given the N data points drawn from the joint probability distribution (xi, yi), i = 1,…, N, Guassian kernel 
estimator was used to estimate the joint and marginal densities[48,49] 
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And 

( )
2

2
1 ( )

2
2

1 1
2

iy y
hP y e

M hπ

− −
= 

  
the width of the kernels are controlled by using h. 

Let us denote the whole feature set as β . sβ Denotes the already selected feature set which contains n features. 

tβ  Represent to be selected feature set which contains m features. The relevance S of the feature f in tβ  having 

the target c is calculated by S = I (f, c) and redundancy R of the feature f in tβ  of all features in sβ  is calculated 
by 

( )
i s

i
f β

1R I f , f
m ∈

= 
 

The features fj are obtained from the tβ  with maximum relevance and mininmum redudancy, S and R are 
combined with the mRMR function: 

( ) ( ) ( )1 [ , , ]   1, 2,
i s

i s

max
f j j i

f

I f c I f f j n
mβ

β
∈

∈

− = …
  

The feature set is obtained by mRMR method 
' ' ' '

1 2 h NF {f , f , .f , f )= …… ……   

With the N features (m n)N = + . Smaller index h values are obtained when the features extracted are better 
being the index indicating the importance of the feature.  
Classification 
The selected feature set is used for the classification of the compressed image. 

The extracted features are classified using Recurrent Neural Network (RNN. A recurrent net is a neural 
network with feedback connections [50, 51].In literature many RNN are defined such as Hopfield, Elman, 
Boltzmann machine, BAM, and recurrent back propagation nets [52].  

These are applied in many fields including classification trajectory problems, language processing, 
filtering and so on. 

Recurrent neural networks architectures can be in many forms with two common features: 
1. Incorporating some form of Multi-Layer Perceptron as a sub-system. 
2. Exploiting Multi-Layer Perceptron’s powerful non-linear mapping capabilities, plus some form of memory. 

RNN architectures include multilayer feed forward networks with input, hidden and output layers. Each 
node has input from other nodes. Feedback to the node is possible. In simple RNNs (Figure 4) some nodes form 
part of a feed forward structure, others provide sequential context and receive feedback from other nodes. 
Context units C1 and C2 weights are processed similar to those for input units. Time delayed feedback is 
received from second layer to the context unit that is shown in Fig 4.  

 
Elman [53] introduced feedback from hidden layers to the input layers context portion. This method 

emphasizes input values sequence. Jordan recurrent neural networks [54] use output layer feedback to input 
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layer context nodes emphasizing output values sequences. . A learning algorithm, Error Back-Propagation 
through Time (BPTT) is used for RNN and derived from classic BP to be used on FFNN [55, 56]. Compared to 
the other learning algorithms, implementing BPTT is relatively easy. The basic of the BPTT algorithm is 
transformation of RNN “unfolded” to the FFNN comprising more layers, which can be applied to classic BP 
with minor changes. By the unfolding of RNN, every newly produced layer of FFNN signifies one recursion in 
time of RNN considered by T - depth of unfolding of RNN. 

In the prompt units of time updation of the activation states occur. The initial step consists of recounting 
method of network that consists in replicating times (folds) the RNN obtaining an equivalent FFNN and at all 
times, each replicated connection shares its value [57]. Using the Backpropagation algorithm this FFNN is 
trained .It is BPTT algorithm. 

The output time of each neuron of back propagation is defined as  

( ) ( ( ))i iy t f x t=   
( ) ( ) ( ) ( )in

i i ij i ij i ij ijj H j I j M
x t y t w x t w y t wτ

∈ ∈ ∈
= + + −     

where f denotes  neuron activation function, input and hidden neuron indexes are represented by I and H. M is 
the indexes of neurons which contains Information about the previous stages given by the M which is the 

indexes of neurons  ijτ
is an integer representing displacement in recurrent connections through time [58]. 

Since the top 50 features obtained from Fisher Score  and mRMR methods and for classification the 
Partial Recurrent Neural Network is used in which  the size of the input layer was fixed at 50 with one hidden 
layer consisting of 20% of the neurons used in the input layer.  

RESULTS AND DISCUSSION 

The recurrent neural network is evaluated using a dataset containing 4 different class of image with 750 
images. The experiments are run 10 fold cross validation. The Haar Wavelet is used for image compression. 
Gabor filters are used to extract texture features. Sobel edge detector is used for edge features .Feature selection 
is achieved through Fisher Score and mRMR methods. The top 50 ranked features of Fisher Score and mRMR 
are utilized for classifying the medical images. 

The design parameters of the proposed recurrent neural network are given in Table 2. 
Table 1: Parameters Used in the Proposed Model 

Number of Hidden Layer 1 

Number of Neurons in hidden layer 10 

Activation function of hidden layer Tanh 

Learning Rule  BPTT 

Step Size 0.01 

Momentum 0.5 

Sample medical images used in the experimental setup are shown in Figure 5. 

 
Figure 5: Images used in the investigation. 

The classification accuracy is evaluated using RNN [60].and the figure shows the classification accuracy of the 
RNN using the Fisher Score and mRMR feature selection methods. It also shows the different methods used in 
the feature extraction techniques. 
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Figure 6 Classification accuracy 

From the figure 6, it can be observed that the Fisher score, the sobel method improves classification accuracy by 
4.96% and 6.57% when compared with Gabor and shape: Gabor methods. Similarly MRMR, the sobel method 
increased classification accuracy by 5.36% and 6.45% when compared with Gabor and shape: Gabor methods. 

 
Figure 7 Average Precision 

From the figure 7, it can be observed that the Fisher score, the sobel method improves average precision by 
4.48% and 5.79% when compared with Gabor and shape: Gabor methods. Similarly MRMR, the sobel method 
increased average precision by 4.84% and 5.89% when compared with Gabor and shape: Gabor methods. 
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Figure 8 Average Recall 

From the figure 8, it can be observed that the Fisher score, the sobel method improves average recall by 4.96% 
and 6.57% when compared with Gabor and shape: Gabor methods. Similarly MRMR, the sobel method 
increased average recall by 5.36% and 6.45% when compared with Gabor and shape: Gabor methods. 

 
Figure 9 Average F Measure 

From the figure 9, it can be observed that the Fisher score, the sobel method improves average f measure by 
5.27% and 6.84% when compared with Gabor and shape: Gabor methods. Similarly MRMR, the sobel method 
increased average f measure by 5.54% and 6.60% when compared with Gabor and shape: Gabor methods. 

CONCLUSION 

The proposed method integrates image retrieval to retrieve diagnostic cases similar to the query medical image 
and image compression techniques to minimize the bandwidth utilization. Haar Wavelet is used for obtaining 
the visually lossless image compression . Shape and texture features are extracted from the medical compressed 
medical images using Gabor transforms and Sobel edge detector. 50 top ranked features selected through Fisher 
Score and mRMR Techniques with ranking are used for classification. The mRMR Feature selection method has 
performed better than the Fisher Score method.Using the selected features from these methods the mRMR 
features have shown better performance in classification of compressed medical images using the Partial 
Recurrent neural Network. Simulation results achieved are satisfactory. 
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