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Abstract—This paper introduces a novel framework meant for content-based video indexing and 
retrieval using block-based local binary patterns, and pixel change ratio map (BBLBPPCRM). The 
proposed algorithm is tested on a video dataset of forty video, in which ten videos are air-plane type, ten 
videos are sailing boat type, ten videos are car type, and ten videos are war tank type. The performance of 
the algorithm is compared with existing methods, volume local binary patterns (VLBP), and pixel change 
ratio map (PCRM). The novel algorithm has shown reasonably good performance compares to existing 
methods. 
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I. INTRODUCTION 

Nowadays, the availability of larger storage devices with low cost makes it possible to have huge video 
databases. A video contains huge information with raw data, and less or no predefined structure [1], which is 
difficult to index and retrieve videos from a huge video database. Manually indexing videos in a huge video 
database are a trivial task. In the past literature, to overcome the problem of manual indexing, a number of 
content-based video indexing and retrieval frameworks have been proposed 

In a content-based video indexing and retrieval framework, usually the initial step is structural analysis of 
video, after that, the next step is extracting features, and representing the video with feature vector. The 
structural analysis divides a video in to a number of video shots. Then, a video shot can be represented with 
different techniques; one of them is key-frame based video shot representation. 

In this paper, we have represented a video with spatial features of key frame, and pixel change ratio map 
based temporal features. A number of key frames based algorithms have been proposed in the prior literature. 
Some of the existing key frame based frameworks can be found in [1], [3-5], [7], and [8-9]. A new two steps 
based on the total content of the shot can be seen in [2].  A simple method proposed in [6], represents a video 
shot with the first frame as a key frame. In [7], the authors have suggested a method of selecting the starting, 
and ending frames of the video as key-frames. In [1], [3], and [4], the authors have introduced a threshold based 
key frame extraction methods.  

The rest of the paper is organized as follows. Section 2 talks about related work. Section 3 projects the 
proposed framework. Section 4 discusses about experimental results, and section 5 concludes the paper. 

II. RELATED WORK 

This section talks about some of the existing frameworks, they are local binary patterns (LBP), block based 
local binary patterns, volume local binary patterns (VLBP), and pixel change ration map (PCRM) based motion 
histogram methods. 
A. Local Binary Patterns (LBP)  

Ojala et al. in [10], have proposed the popular and successful method of local binary patterns (LBP), which 
has been applied in finger print recognition, texture extraction, and face detection tasks. The local binary 
patterns method mainly relies on extracting pattern value for the centre pixel in a 3x3 patch of an image, based 
on neighbourhood pixel values as described in the equation (1). 
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An example computation of local binary pattern value is as shown in figure 1. 

 
Figure.1. An example computation of local binary pattern value 

B. Block-based Local Binary Patterns 
Valtteri Takala et al. [11], have introduced block-based local binary patterns, in which instead of representing 

the whole image with the local binary patterns, the authors have divided the image in to blocks, after that, local 
binary patterns for individual blocks are calculated and summed as shown in below figure 2. 

 
Figure.2. An example computation of block-based local binary patterns 

In this paper, we have made a small modification to the original block based local binary patterns, instead of 
summing the local binary patterns of individual blocks as discussed above, we have concatenated the local 
binary patterns of the individual blocks. 
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C. Volume Local Binary Patterns (VLBP) 
Guoying zhao et al. in [12], have extended the LBP method, and introduced Volume local binary patterns 

(VLBP) method, useful for extraction of temporal texture features. An example VLBP pattern value for a 3x3x3 
cubic path of a group of three consecutive frames is as shown in figure 3. 

The VLBP pattern values are computed by considering three consecutive frames from a video. Readers are 
redirected to [12] for the detailed information about how to extract VLBP from a video. 

 
Figure.3. An example calculation of VLBP 

D. Pixel Change Ratio Map (PCRM) based motion histogram 
Haoran yi et al. have introduced a new motion feature extraction method in [13], known as pixel change ratio 

map (PCRM). PCRM is useful for applications like video retrieval, classification, and clustering. The procedure 
employed to extract PCRM from a video is, from each sequence of three frames fn-1, fn, and fn+1 , the 
summation of absolute, gray value difference of fn, fn-1 and fn+1, fn is computed as shown in equation (2). 

|||| 11 nnnni ffffD −+−= +−          (2) 

PCRM is an array of size equivalent to size of a gray scale frame of the video. Initially, an empty array with 
zero values is created. Then, a group of three consecutive frames starting from the first frame of the video is 
considered. For example, a group of three frames (f1, f2, and f3) is selected. Then, the absolute difference 
between pixel values of (f2, f1), and (f3, f2) is computed, and subsequently summed as showed in equation (2). 

Based on the Di pixel value, if a pixel value in Di is greater than a predefined threshold value (in our case it is 
ten), then the corresponding pixel value in PCRM array is increments by one. The same procedure is applied to 
all the groups of a sequence of three frames of the video. The resultant PCRM array is normalized using the 
value of the number of frames present in the video, and a thousand bins histogram is calculated, which results in 
PCRM based motion histogram. 
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III. PROPOSED FRAMEWORK 

Pictorial representation of our proposed framework is as showed in figure 4. In our framework, the steps 
followed to extract spatial and temporal features are same, for all the videos in the video database, and the query 
video. Initial step is extraction of ten key-frames from the input video. Here we employ the algorithm 1, to 
extract key-frame from a video. The next step is, for the key frame extraction of block-based local binary 
patterns, which act as the spatial features of the video. 

 
Figure.4. Proposed framework 

In our framework, to extract temporal features we employ the PCRM based motion histogram method as 
discussed in section 2.4. After extracting motion features, the next step is concatenation of spatial and temporal 
features, which result in a feature vector of the video. The feature vector of the query video is compared with the 
feature vectors of the videos of the video database and relevant videos are extracted as output. 
A. Algorithm 1: Key-frame extraction 

Step1: For the input video, extract separate colour channel (R, G, and B) histograms from the first frame of 
the video. 

Step2:  Concatenate the histograms, of the frame which are extracted in step 1.  
Step3:  Apply step 1, and step 2 on all the frames of the video.  
Step4:  Find the mean histogram, from the histograms of all the frames of the video. 
Step5: Extract ten key-frames based on k-nearest neighbour search method applied on histograms of 

individual frames, and mean histogram computed in step 4. 
B. Algorithm 2: Proposed method - BBLBPPCRM 

Step1: From the input video, extract ten key-frames using algorithm 1. 
Step2: Extract block-based local binary patterns, and compute the feature histogram for the key-frame 

extracted in step 1.  
Step3: Extract PCRM based motion features from the input video. 
Step4: Concatenate the features extracted in step 2, and step 3, to formulate the feature vector of the video. 
Step5: Apply the steps 1-5, on all the videos of the video database. 
Step6: Apply the steps 1-5, on query video. 
Step7: Compare the feature vector of the query video with the feature vectors of the videos in the video 

database using k-nearest neighbour search. 
Step8: Retrieve the relevant videos. 
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IV. EXPERIMENTAL RESULTS 

The proposed algorithm is applied on the dataset available at [14], which consists of ten air-plane videos, ten 
sailing boat videos, ten car videos, and ten war tank videos. The performance of the algorithms is compared with 
the existing methods, volume local binary patterns, and pixel change ratio map (PCRM) based motion histogram. 

The retrieval performance is measured using precision and recall. The notations of precision and recall are as 
shown in equation (3) and (4) respectively. 

positive falsepositive true
positive trueprecision
+

=         (3) 

negative falsepositive true
positive truerecall
+

=         (4) 

The comparison of our proposed method results with already existing methods VLBP and PCRM based 
motion histogram are as shown in table 1 and table 2.  

TABLE I.  Precision (N=5) (%) (Top five videos retrieved) 

Category VLBP PCRM based 
motion 

histogram 

Proposed  

Key-frame 
BBLBPPCRM  

Airplane 70 84 96 

Sailing boat 50 76 76 

Car 62 58 74 

War tank 48 58 70 

Average value 57.5 69 79 

TABLE II.  Recall (N=10) (%) (Top ten videos retrieved) 

Category VLBP PCRM based 
motion 

histogram 

Proposed  

Key-frame 
BBLBPPCRM 

Airplane 52 72 85   

Sailing boat 48 55 61 

Car 56 56 64 

War tank 40 43 46 

Average value 49 56.5 64 

Example Query video and its corresponding top five retrieved videos using our proposed method are as 
shown in below figure 5. 
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Figure.5. Query video and its corresponding top five videos retrieved 

The comparison of our proposed algorithm, with existing VLBP and PCRM based motion histogram methods 
in terms of average precision and average retrieval rate is as showed in following graphs of figure 6 (a), and 
6 (b). 

 
(a) 
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(b) 

Figure.6. Comparison of proposed method, and existing methods VLBP and PCRM based motion histogram, in terms of (a) average 
precision (b) average retrieval rate 

V. CONCLUSION 

In this paper, a novel framework meant for content based video indexing and retrieval has been put forward. 
To evaluate the performance of the algorithm, a video dataset of forty videos have been used. The dataset is 
publicly available at [14]. Our proposed method BBLBPPCRM has shown reasonably good results reported to 
existing methods. 
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