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Abstract—Data coding and encoding standards require the high-performance error detection and 
correction algorithms. This paper presents the design error detection and corrects it by Galois Field and 
binary polynomial and extraction of its root. We start from )(23GF  and reach to )(28GF . The Galois 

Field is explained along with its requirement and relationship between digital and Galois theories. Also 
Neural Network is used for extraction of some codes those have been explained in another article. Finally 
all of the coding and encoding are calculated and processed. The results shows successful design error 
detection and correction by employing Galois Field and binary polynomial and extraction of its root. 
Galois Field, Binary Coefficients, Polynomial, Data Coding and Encoding, Neural Network, ONB, ECC, 
GEF. 

I. INTRODUCTION 

Galois field (GF) arithmetic is commonly used in encoding and decoding architectures [1]. This way use in 
communication, electronics, image processing, broadcast science1 , genetics science and other fields and 
techniques [2] [3]. Commonly in communication and image processing )(28GF  is used. A Galois Field is a set 
of values combined with the operations such as addition, multiplication and inversion, which always produce 
elements of the field when performed on elements of the field. While these two operations are called addition 
and multiplication, they are not normal mathematical addition and multiplication except in the infinite Galois 
Field of all real numbers. ECC is commonly implemented over two major types of fields: prime fields i.e. 

)(Z PGF  and binary fields i.e. )(2mGF . Prime fields contain all integers between 1 and prime number and 
binary fields contain all values represented by a set number of bits. For example: 

pbaxy x mod3 ++=  

For prime fields i.e. )(Z PGF . 

123 ++=+ xx ayxy  

For binary fields i.e. )(2mGF . 

Of the binary fields, there are two commonly used representations of the values: polynomial basis and normal 
basis. The Figure 1 shows this taxonomy. In this paper polynomial basis is developed. 
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(4) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Taxonomy of GF  

II. GF( m2 )  FAST REVIEW 

A )(2mGF  field [4] is a collection of 2m  field elements that each element is m bits wide. When m>1, the 

)(2mGF  field is an extension of the field )(2GF , with {0,1}. The mentioned operations defined in )(2GF  

are addition and multiplication, each performed in modulo 2 [4] [5]. A )(2mGF field is characterized by 
polynomial like: 

ppxpx xxP m
m

m
01

1
1 ...)( ++++= −

−            (2) 

With pi  an element of {0, 1}. For given m, there are probably more than one polynomial of degree m [4][5]. 

All 2m  elements in the field can be represented by means of the vector basis { }ααα 011 ,,...,−m  , where α  
is a root of the polynomial p(x) and is called a primitive element of the field . This vector basis allows an 
element A in )(2mGF  to be expressed as: 

ααα 001111 ... aaa mmA +++= −−  

With α i  an element from )(2GF . )(2mGF  can be associated with polynomials of degree m-1 that have 

coefficients in binary form . For example, A=(1010) in )(24GF  is shown polynomial with flow from: 

αααα 0123 0101 +++  . 

With notation that "addition" in )(2mGF  is shown by bitwise XORing the m coefficients of the two 
polynomials being added. Multiplication is computed as modulo 2 sum of shifted partial products, where the 
sum is again computed using bitwise XORing. So the result for multiplication in )(2mGF  is (2m-1) bits and 

give a (2m-2) degree's polynomial. Also, all )(2mGF  fields are isomorphic for a given m. 

III. EXTRACTION OF ROOTS 

For simplicity, it is started with m = 3. Consider G(x) be a 3 degree polynomial binary field: 

1)( 3 ++= xxG x   

If α  become a root of G(x) ,then it can be written : 
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(5)

(11)

101
110
010

2 =α
110
111
101

3 =α
111
011
110

4 =α
011
001
111

5 =α
010
101
100

1 =α

(12)

If α change to α 2 , it can be proved, α 2  can be another root of G(x) because, 

0022 =+=+ αααα and  so 0)1()1( 22 =+++++ αααα  and from (5) it can be written : 

01)()( 232 =++ αα  

 So , α 2  can be one of the G(x) roots. It can be proved in the same way that α 4 is a root of G(x) too [6]. Now 

suppose that " Bi "s show an 8 bits block from data, then bij  shows ith  bit from the jth
 block. Also imagine 

that "Ck "s are the 8 bits blocks to check the sequence of Bi  blocks. If any bit of these blocks i.e. bw  faces 

error, it converts to ew . If system has had n data blocks and m check / control blocks, then it can be written: 

./

.

1

1

blocksControlCheck

blockesData

CC
BB

m

n

→

→
 

And the sequence of data packet can be demonstrated as figure 2 : 

 
 
 

Fig. 2: Data packet sequence. 

The aim is binary calculations (modulo – 2) and for )(28GF . The field is completed with two 
following operations: 
1.  Addition: XOR (exclusive – OR) with characteristics: 0+0=0 , 0+1=1 , 1+0=1, 1+1=0        (6) 
2. Multiplications:  0*0 = 0, 0*1=0, 1*0=0, 1*1=1         (7) 

Let's first start from )(23GF , because it is simple and extend to )(28GF  in coming parts. According 

to what is mentioned for following polynomial their roots are extracted: 1)( 3
1 ++= xx xP     (8) 

It is shown that if α  become one of the roots of the )(1 xP  then αα 42 ,  are other roots of the )(1 xP . In 

the same way that is mentioned above it can be proved that ααα 653 ,,  are roots the 

1)( 23
2 ++= xxp x (9) too. And finally for 110)( 3

3 +=++= xx xxp       (10) 

αα 071 == is the root of ).(3 xp  

Now it can be written: )1()1)(1)(1(** 7233

321
+=+++++== xxxxppp xxp  

It can be seen the roots of P are: ααααααα 6543210 ,,,,,,  

The above procedure is the same with GEF1 calculation. 
With Matrices expression roots: 
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001
100
011

6 =α 1
100
010
001

07 === αα

(14) 

0
1
1
1

213211
≠=++++= CCBBBS

 
 
 
 
 

IV. APPLYING THE ALGORITHM ON A DATA FRAME 

In the application discussing, consider a data frame like figure 3. Let's suppose each block has 3 bits. 

 
 
 

Fig. 3: Simple data packet sequence. 

For given " Bi "s blocks, the "C j "s is programmed in a way that satisfies the following equation: 

SCCBBB 121321 0 ==++++   (13) 

Also equation (14) must satisfied: 022

5

1

4

3

3

2

2

1

1 ==++++ SCCBBB ααααα  

Equation (14) shows a type of polynomial with binary coefficient and application of Galois theory is vivid [7]. 
For example, consider " Bi "s and  "C j "s have the following values. Of course using computer program one 

can reach "C j "s for example with parity role that the even number of "1"s are in each row. It should be 

mentioned that a new way is invented and applied by the author which uses Neural Network to extract the  "C j
"s in coming works and is going to be presented. (Figure 4.) 

 
 
 
 
 
 
 
 
 
 

Fig 4 : Using a neural Network for extraction of "C j
"s 

Now if an error occurs, for example on B3  like following table: 

TABLE I.  Occurred errors 

B1  B2  B3  C1  C 2  
1 0 1 1 0 
0 1 1 0 1 
0 0 0 1 0 

 
Then relation (14) and (15) are obtained:        (14) 
With uses (12): 

0
0
1
0

2 ≠=S                                       (15) 

Relations (14) and (15) shows the occurrence of a data frame error. For extraction of error location it can be 
written: 
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BCCBBSB 3212113 =+++=+

CCBB 2121 +++

)0()( 121321 ≠==+++++ EE SCCBBB

)0(
)(
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2
5

1
4

3
3

2
2

1
1

≠=
=+++++

E
E

S
CCBBB

α
ααααα

BBSB EEE 3313 )( =++=++

0)()()()( 1
45

3
35

2
25

1
15 =+++++++ CBBB αααααααα

( 5α + 1α ) 1B + ( 5α + 2α ) 2B + ( 5α + 3α ) 3B + ( 5α + 4α ) 1C + ( 5α + 5α ) 2C = 0

SS 21
1

1
0
1

≠=α  so in B1  block it doesn't occur any errors . 

SS 21
2

0
0
1

≠=α  so in B2  block it doesn't occur any errors . 

SS 21
3

0
1
0

==α  so in B3  block error is occurred, and for correction of  " B3 "s error it can be written : 

 
            (16) 
 

( B3  without error) . With noting that in SB 13 +  the error has been omitted because the statement of  

                               was with out error . 

V. CORRECTION OF ERROR BLOCK 

According to what presented in last parts again in this case suppose B3  block has one block error e.g. E. 

So when error occurred B3  block is changed to EB +3  block. So (14) and (15) equation face these changes: 

 
 
 
 
 
 
Then  

errorhasblockBSS
SS

SS

321
3

21
2

21

=
≠

≠

α
α
α

 

Next S1  added to B3  block, in this case, equation (17) can be written is this form: 

 
                                                                                (20) 
 

This means, E error block is corrected. One of the ways for calculation of "Ci "s blocks is presented below, an 
other way that author has used successfully, is Neural Network. From (13) and (14) with assumption of no error 

in Galois field it can be written: 0* 21
5 =+ SSα        (21) 

so            (22) 

Because 055 =+ αα  it can be obtained: 

So from (12) and (23) the following equations can be gained: 

(17)

(18)

(19)

(23) 
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(29)

1)( 2348 ++++= xxxxxP
(30)

ααα 615

001
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011

)( ==+  

ααα 325
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)( ==+  

ααα 235

101
110
010

)( ==+  

1
100
010
001

)( 045 ===+ ααα  

And finally from (23) and (24) it is obtained: 

BBBC 3
2

2
3

1
6

1 ααα ++=                 (25) 

Also by the save calculation (26) is gained: 

BBBC 3
2

2
3

1
2

2 ααα ++=                (26) 

VI. THE DIMENSION EXTINCTION OF DATA BLOCK CAPACITY 

N's order primitive polynomial have 12 −n  roots, and these roots are all different from each other [8]. For 

example one of 8's order primitive polynomial is 1)( 2348 ++++= xxxxxG   (27) 

Let's consider 8 order polynomials in general like (28): 
 
 
 

 It can be showed α1  is one of P(x) roots : 

 
 
 

  
 
 
 
 
 
 
 

 
Now , if          

Coefficients are 1,,,, 02348 =aaaaa  and 0,,, 1567 =aaaa  and α1  for P(x) is : 

(24)
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(32) 

01000000
00100000
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10001000
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1 =α (31) 
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From α1  to α 255 , there are all different matrices use as P(X) roots . These matrices can be calculated with 

computer programming. A suggested algorithm to find for example B j
iα for building the statement such as 

S 2 , for prototype can be presented with the following method (with noting that α1  is relative to polynomial 
(30) ). 

=Bn*1α  

 
 
              
 
 
 
 
 
 
 

This is important, because S 2  can be reached from VHDL programming and with implementing them in 
FPGA hardware [10]. 

VII. CONCLUSION 

The current research illustrated the design error detection and corrects errors by Galois Field (GF) and binary 
polynomial and extraction of GF root. The process started from third root of GF and reach to eighth root of GF. 
The Galois Field was comprehensively explained along with it's requirement and relationship between digital 
and Galois theories. The Neural Network was used for extraction of some codes. Finally, the results shows 
successful design error detection and correction by employing Galois Field and binary polynomial and 
extraction of its root. 
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