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Abstract—Character recognition, a specific problem in the area of pattern recognition is a sub-process in 
most of the Optical Character Recognition (OCR) systems.  Singular Value Decomposition (SVD) is one 
of the promising and efficient dimensionality reduction methods, which is already applied and proved in 
the area of character recognition. Random Projection (RP) is a recently evolved dimension reduction 
algorithm which can scale with large dataset. In this paper, we have applied SVD and RP as feature 
extraction technique for character recognition and experimented with k-Nearest Neighbor (k-NN) and 
Support Vector Machine (SVM) classifiers. Our experiments are conducted on MNIST handwritten digit 
database and Malayalam character image database. On both databases SVD features could achieve lower 
misclassification rate than RP based features. SVD features with SVM classifier using RBF kernel could 
achieve a misclassification rate of 2.53% on MNIST database and 2.87% on Malayalam character image 
database. 

Keyword-Character Recognition, Singular Value Decomposition, Random Projection, Pattern Recognition, 
Support Vector Machine, Dimensionality Reduction 

I. INTRODUCTION 

Character recognition research dates back to 1950’s. It is the process of identifying the character or symbol 
represented by the given image. It comprises of feature extraction followed by classification process. Feature 
extraction in the context of character recognition is mapping the segmented character image to a real valued 
vector which can better describe the character on that image. Features extracted from character images of 
different classes should have a good separating boundary to achieve good accuracy in character classification. 
Thus the feature extraction algorithm used character recognition can greatly influence the accuracy of whole 
character recognition process. Sometimes the different feature extraction algorithms can be combined together 
to achieve a higher accuracy in character classification. To deal with high dimensional feature vector, an 
efficient dimension reduction technique would be desirable. 

The best way to reduce the dimension of data is to project the data vector to a reasonably low-dimensional 
orthogonal subspace that can capture most of the variations present in the high dimensional data. The amount of 
distortion in data and the computational complexity are the two evaluation parameters for dimension reduction 
algorithms [1].  SVD is one of the most widely used dimension reduction method which is a matrix factorization 
technique, which breaks the data matrix into simple and meaningful pieces. It has been applied in several data 
processing applications successfully [15][16][17]. It can transform the data matrix from higher to lower 
dimension without much information loss. SVD is applied to the character image data set and the eigenvectors 
associated with the most significant principal components are retained for classification. The disadvantage of 
SVD is that it becomes computationally expensive as the data dimension increases. 

Random Projection (RP) is recently emerged simple, powerful computationally efficient dimension reduction 
technique [6]. RP is based on random matrix to project data to lower dimensional subspace whose columns have 
unit length. Another advantage of RP over SVD is that it is data independent. The random directions we are 
choosing does not depend upon the dataset we are using.  RP have strong theoretical backgrounds [2] and 
successfully applied in different machine learning applications [4][5][6][8]. Our paper is a comparative study 
between SVD and RP on character recognition process. 

After feature extraction, the feature vector is mapped to a class label or membership scores with the help of 
machine learning algorithms. Different supervised classification algorithms can be used with character 
recognition. k-Nearest Neighbor (k-NN) and Support Vector Machine (SVM) algorithms are used for our 
experimental purpose. k-NN finds k closest neighbors of given feature vector from the training samples and 
decides the final class label while SVM creates hyper plane which maximally separates different classes, and is 
used for classifying the new test feature vector [18]. Instead of applying the dimensionality reduction on image 
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itself, it can be applied on features extracted from the image. Wavelet and Radon transform can produce robust 
feature descriptors [19][20]. With wavelet transform, the image can be decomposed into four sub-images with 
the high- and low-pass filters. Radon transform represents the directional features in the image [20]. Besides 
transform domain features, structural features can also produce good feature descriptors. 

Our experiments are conducted on MNIST hand written digit database and Malayalam character image 
database. The challenges in terms of recognition for Malayalam Language script, the official language of Kerala 
are the similarity among character symbol shapes and large number of characters present in the script. 
Malayalam language have a large number of character symbols representing, vowels, consonants, half-
consonants (known as chillu), vowel modifiers and conjunct characters (formed from consonant-
consonant/vowel combination).  Script revision and nonstandard font design are other main challenges in 
Malayalam character recognition [12]. Neeba and Jawahar [21] conducted an empirical study on different 
pattern classification schemes for Malayalam language script and observed that SVM outperforms other 
classification approaches on Malayalam character recognition. But the performance of SVM degraded with the 
increase in number of classes. Neural Network classifiers with wavelet features on Malayalam character 
recognition [22] could achieve an accuracy of 92%. SVD have applied on 90 classes of Malayalam Language 
[14] for dimensionality reduction and then classified the features in lower dimension using k-Nearest Neighbor 
(k-NN) algorithm with an accuracy of 94%. 

In this paper, we are applying the technique described in [14] for creating SVD based features. RP features 
are created using the algorithm mentioned in Section 3. The performance of both the features are evaluated 
using k-NN and SVM classifiers on Malayalam character image database and MNIST hand written digit image 
database.  

Section 2 and 3 describes about the technical details about SVD and RP respectively. Section 4 is about the 
classification algorithms used in our experiments. Section 5 represents our detailed experiments and results. 
Section 6 is the conclusion and summary of our work with SVD and RP on character recognition. 

II. SINGULAR VALUE DECOMPOSITION (SVD)  

SVD represents or transforms the data in the matrix to those axes in which variation among the data is 
maximum while keeping the total variation among data same. It is basically a matrix factorization method, 
which factorizes any rectangular matrix A of size m×n to three matrices U, V and S. U is an m×m, orthogonal 
matrix and its columns are eigen vectors of AAT. V is an n×n orthogonal matrix with its columns, eigen vectors 
of ATA. S is an m×n rectangular diagonal matrix with positive real values on its diagonal and the diagonal values 
are decreasingly ordered [25].  The basic SVD process can be alternatively described as: 
If the rank of A is n, then U = (u1 u2 u3 …. un), V = (v1 v2 v3 … vn) and S = diag (s1, s2, s3, … sn). A can be 
represented as in (1) 

                                                           1

n
T

i i i
i

A s u v
=

=
 

 
                                                  (1) 

In the summation given in (1), even if we discard the last few terms it can approximate A. In last few terms 
actually noise is captured and those values don’t contribute to the information contained in A. This property is 
actually helping for dimensionality reduction and noise removal using SVD.  
In our experiments, we have created the SVD features of training and testing character images using the 
technique described in [14]. The algorithm finds the U, S and V factors of data matrix D using SVD. The data 
matrix is created by appending vectorized form of all the character images in training dataset. Then subset of V 
and S are multiplied together to represent the reduced representation of training images. These are training 
features. The testing features are created by projecting each testing character image vector to the subset of U. 
The subset of V, S and U are selected based on the number of singular values we are considering for the 
experiment. The number of singular values is the varying parameter for our SVD based feature creation process. 

III.   RANDOM PROJECTIONS (RP)  

Random Projection is achieved by projecting the d-dimensional data on to k dimensional space using random 
matrix where k << d (k is very less than d). Let our data matrix is denoted by D of size d×N where, D denotes 
the feature data dimension and N is the number of data observations. Let R be the random matrix of size k×d. 
The columns of R are normalized to get an approximate orthonormal matrix. Then the random projection P can 
be calculated as shown in equation (2). 

P RD=   
(2) 
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The dimension of P will be of k*N. Here we can see that the data dimension is reduced from d to k. The RP can 
also be considered as a linear transformation in which the basis is changed to random vectors. The whole 
process is of order O(dkN).  Random projection relies on the result that; in high dimensional space, there is large 
number of almost orthogonal than orthogonal directions [2]. As the dimension increases, the random matrix 
vectors will be almost orthogonal and the matrix RTR will be approximate identity matrix.  
Random projection preserves the pair-wise distances between the data vectors even in the reduced low 
dimension while SVD does not give guarantee about this. The inner product between the two data vectors are 
distorted by random mapping is almost zero on the average and its variance is at most the inverse of the reduced 
dimension if the random matrix is chosen from normal distribution with zero mean and variance equals to one 
[1]. Apart from inner product, Euclidean measure can be utilized to find the similarity between data vectors.  
Johnson-Lindenstrauss lemma [3] states that the data dimension can be reduced to k > log(d)/ε such that 
distances between the points are approximately preserved (i.e., not distorted more than a factor of 1± ε, for any 0 
< ε < 1). But some previous studies [1] suggests that the lower bound for k is not tight and even lower k values 
gives good results. 
Random projection algorithm for feature extraction can be summarized as follows 

1. Generate random matrix, R of size k×d 
2. Normalize the columns of R 
3. Find the random projection result  P = RD 

The 3rd step can be parallelized if the number of data samples we are taking is very large. Each column of D can 
be taken and find the projection vector. In RP, the feature size is dependent the parameter k, the row size of 
random matrix R. Feature size increases with increase in k. 

IV.  FEATURE CLASSIFICATION 

After mapping the character images from image space to feature space, the feature vector has to be mapped or 
classified to one of the predefined character classes. Supervised and unsupervised machine learning algorithms 
can be applied for feature classification purpose. In this paper, we have used two supervised machine learning 
algorithms for classifying the feature vector, k-Nearest Neighbor (k-NN) and Support Vector Machine. 
A. K-Nearest Neighbor Classifier 

k-NN is one of the simple machine learning technique, which can be used for both classification and 
regression. In k-NN, no explicit training phase is needed, it usually store all the features extracted from the 
training images along with their class labels. During testing phase, it labels the new instances (features 
extracted from the testing images) with that class which is most common among the k training feature 
neighbors calculated with the help of similarity measuring techniques. In k-NN, two parameters can be 
varied; k value and the similarity measuring technique for calculating distance. Cross validation approach 
can be used for estimating k value for which k-NN gives good accuracy on the dataset. Different distance 
functions can be used for calculating similarity between testing feature and training features. In our 
experiments, we have used Euclidean distance as the distance function. 

B. Support Vector Machine 
SVM classifier is basically a binary (two-class) classifier based on the use of discriminant functions, which 
represents a surface that separates the observations so that the observations from the two classes lie on the 
opposite sides of the surface. Consider labeled training dataset (xi, yi) ; i = 1, .... n; yi € {-1, 1}, xi € Rd where 
n is the total number of samples in training set, d is the dimensionality of each sample. Suppose we have a 
hyperplane that separates the positive from the negative samples. The points x which lie on the hyperplane 
satisfy wx + b = 0, where w is normal to the hyperplane and b is the offset [26]. For the linearly separable 
case, SVM finds a separating hyperplane with largest margin; the point where the training data satisfy the 
following constraints.  

.  1,  for  1

.  1,  for  1
i i

i i

w x b y

w x b y

+ ≥ = +
+ ≤ = −

 

Identification of the optimal hyperplane for separation involves maximization of an appropriate objective 
function, i.e, solving the following quadratic optimization problem in (3) during training an SVM. 
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where αi are the Lagrangian multipliers corresponding to each of the training data points xi. The function K is 
the kernel function. It is defined as K(x, y) = Φ(x). Φ(y), where ø maps the data points in d dimensions to a 
higher dimensional space [26] . Kernels used in our experiments are linear, polynomial and radial basis 
function (RBF). 

1. Linear Kernel :   

( ) T,  K x y x y=    (Φ is identity – no mapping) 

2. Polynomial Kernel :  

( ) ( ) ( )T T,    or 1
d d

K x y x y x y= +    (d represents degree) 

3. Radial Basis Function (RBF) Kernel : 

( ) 2
,   exp  K x y x yγ = − −

 
 (γ represents kernel bandwidth) 

The result of the training phase in SVM is the identification of a set of labeled support vectors and a set of 
coefficients αi. Support vectors are the samples near the decision boundary and most difficult to classify. The 
decision of test sample x is made from (4). 

1
( ( , ))

n

i i i
i

y sign y K x xα
=

=       (4) 

For extending binary SVM to multi class classification problem, there are two approaches: - Direct and 
Indirect [26]. In indirect approach several binary SVM are constructed and are combined together to find final 
target class (one-against-one). In direct approach all the classes are considered in a single optimization 
formulation (one-against-rest). In our experiments we have used one-against-one approach in multiclass SVM 
based classification. 

V. EXPERIMENTAL RESULTS  

Experiments are conducted on our Malayalam character’s image database and MNIST hand written digit 
database [24]. Malayalam character image database is built from scanned document images of Malayalam 
language story books and magazines. The image database includes the consonants, vowels, vowel modifiers 
(diatrics), conjunct characters of Malayalam language script. In total 135 character classes are considered. 75% 
character images of each character classes is taken as training images and the rest 25% as testing images. 
MNIST hand written digit database contains totally 60,000 training samples and 10,000 testing samples. 
MATLAB tool is used as experimental platform for conducting our trials. Misclassification rate is considered as 
the evaluation measure to decide the performance of techniques used in our experiments. Misclassification rate 
is found by calculating the percentage of testing samples classified incorrectly among total number of test 
samples. 

For the first experiment, SVD features extracted from character images in Malayalam character image 
database is first tested with k-NN classifier. SVD features for different number of singular values are extracted 
and are classified with different k values (k=1,2,…9) in k-NN classifier. Misclassification rate obtained for 
features of different numbers of singular values are analyzed and the range of singular values for which lowest 
misclassification rate obtained is found out. The result obtained is listed in TABLE. I. The lowest 
misclassification rate is obtained for k=1 when the number of singular values is in the range 61-72. For all other 
k values till 9, the lowest misclassifications occurred on the range of 81-90. A graph is drawn in between the 
lowest misclassifications and different k values in k-NN classifier, and is shown in Fig.1. 
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TABLE I.  LOWEST MISCLASSIFICATION RATE OBTAINED FOR K-NN CLASSIFIER FOR SVD FEATURES ON MALAYALAM CHARACTER 
IMAGE DATABASE 

k Lowest Misclassification Variation (%) Range of Number of Singular 
Values 

1 5.94-6.27 61-72 
2 6.86-7.36 79-92 
3 6.27-6.86 82-92 
4 6.44-6.88 81-92 
5 6.81-7.18 82-92 
6 6.94-7.36 80-90 
7 6.78-7.21 82-92 
8 7.39-7.86 83-93 
9 7.23-7.52 80-91 

 

 
Fig. 1.  Visual representation of the misclassification rate variation obtained for the range of singular values listed on TABLE I in k-NN 

classifier for different k values on Malayalam character image database. Among different k values in k-NN, 1-NN is getting lowest 
misclassification rate. 

Then, the same SVD features are tested with SVM classifier. For testing with SVM multiclass classifier we 
have used LibSVM tool [23]. During training process, Linear, Polynomial and Radial Basis Function (RBF) 
kernels in SVM classifier are applied and tested with the features. The misclassification rate obtained for SVD 
features created by considering different singular values using different kernels on SVM classifier are shown in 
Fig 2. RBF kernel is performing better than linear and polynomial kernels. Average misclassification rate of 
2.87% is obtained with RBF kernel on SVM multiclass classifier for number of singular values in the range 145-
155. From Fig. 2 it is obvious that for small number of singular values, the misclassification rate is high; up on 
increasing the number of singular values the misclassification rate tends to decrease. On Malayalam character 
image database the SVD - SVM combination performs better than SVD - k-NN combination.  

In experiments mentioned above, we have used vectorized form of character images for applying SVD. 
Instead of using image vector directly, a pre-processing can be applied to character images to extract features. 
After pre-processing, SVD can be applied on those extracted features. We have used Wavelet Transform, Radon 
Transform and Projection Profile features on Malayalam character image database for pre-processing. Wavelet 
transform features are extracted by finding the approximation co-efficient after applying wavelet decomposition 
using haar wavelets on the character images. Radon transform computes the line integrals from multiple sources 
along parallel paths, in a certain direction; in our experiments angle is varied in between 0 and 180 degree. 
Projection profile features are computed by summing the pixel values in character image horizontally and 
vertically. The same SVD approach is applied for the extracted features with SVM classifier and the 
misclassification rate obtained is tabulated in TABLE II. 
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TABLE II.  SVD APPROACH WITH DIFFERENT PRE-PROCESSING METHODS ON MALAYALAM CHARACTER IMAGE DATABASE 

Feature Name  Least Misclassification Rate 
Obtained (%) 

Raw Image (without pre-processing) 2.81 
Wavelet Transform  2.51 
Radon Transform 4.5 
Projection Profile 17.18 

 

 
Fig. 2.  Graph shows the misclassification rate on Malayalam character image database, when SVD features from different singular values 

are classified with SVM classifier. Linear, polynomial and radial basis function based kernels inside SVM are experimented.  

    
Fig. 3.  a)Graph shows the average misclassification rate obtained for the RP features classified with k-NN on Malayalam character image 

database. The lowest misclassification is for RP feature size = 425   b) Misclassification for different k in k-NN classifier for RP feature size 
425. 

In our approach, SVD works on whole of the training dataset to generate its factor matrices. As the number of 
images in training set increases, applying SVD becomes computationally expensive. RP is another dimension 
reduction algorithm which scales with growing data set. We have applied RP on Malayalam character image 
database and tested with k-NN and SVM classifiers. The random matrix size determines the number of features 
in RP. In our experiments with RP on Malayalam character image database, we have varied the RP feature size 
from 50, 75,100 to 500. These RP features are classified with k-NN and SVM classifier. The misclassification 
rate obtained for different RP feature size on k-NN classifier is shown in Fig 3. From Fig 3, it is obvious that the 
misclassification rate decreased with the increase in RP feature size initially. When the RP feature size crossed 
425, the misclassification rate is below 10% for all k in k-NN classifier. We have obtained lowest 
misclassification rate of 9% for RP feature size 425 in 1-NN and 2-NN classifier. The RP features from 
Malayalam character image database are classified with SVM classifier for different kernels: linear, polynomial 
and radial basis function. The result obtained is graphically shown in Fig 4. RBF kernel performs better than the 
other two kernels on RP features. As the RP feature size increased and it reaches 350, linear kernel could 
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achieve almost the same result as that of RBF kernel. RP features of size 350 could achieve a misclassification 
rate of 4.21% with SVM classifier using RBF kernel. 

We have performed the same set of experiments with SVD and RP on MNIST handwritten digit database. In 
MNIST database each character image is of size 28×28. All the images inside MNIST database are converted to 
binary images before applying SVD and RP. On vectorized form each binarized character image represents a 
feature vector of size 784. All the binarized training image vectors are appended together to create the training 
data matrix. SVD features are extracted for different numbers of singular values from the factorized training 
data matrix. The obtained features are first experimented with k-NN classifier. The misclassification rate 
obtained for different values of k in k-NN classifier is listed in TABLE III. From TABLE III it is clear that with 
for feature size of range 32-38, the 5-NN classifier could achieve the lowest misclassification rate of 3.24%. The 
results imply that the reduced dimension in thirties from the original dimension of 784 could capture most of the 
information contained in the training data matrix. 

The SVD features from MNIST database are applied on SVM classifier. The misclassification rate obtained 
for SVD features on different kernels with SVM classifier is shown in Fig 5. The RBF kernel outperforms the 
linear and polynomial kernel on the SVD features from MNIST. An average misclassification rate of 2.53% is 
obtained with RBF kernel in SVM classifier on feature size on the range 26-45. From Fig 5, it can be seen that 
the misclassification rate is high for very small number of singular values and is decreased with the increase in 
number of singular values and reached a minimum range. Misclassification Rate is slightly increased when the 
feature size is increased beyond 50 in both RBF and linear kernel. It can be seen that the SVD - SVM 
combination could achieve a misclassification rate lower than that of SVD - k-NN combination on MNIST 
database.  

The RP features extracted from hand written digit images MNIST database are classified with k-NN and 
SVM classifier. The RP feature size we have considered from 50 to 500 and tested with k-NN for different k 
values. The result obtained is listed in TABLE IV. The size of RP features increased, accuracy also increased in 
k-NN. 4-NN is getting lowest misclassification rate in majority cases of different RP feature sizes. It can be seen 
that in higher feature dimensions the difference in misclassification rate for different k in k-NN classifier is very 
less. The lowest misclassification rate is obtained for 4-NN for RP feature size of 450 and 475. The same RP 
features are tested with SVM classifier with linear, polynomial and radial basis function kernels and the results 
are listed in TABLE IV. It can be concluded that RBF kernel performs better than linear and polynomial kernels. 
The lowest misclassification rate of 5.56% is obtained in RP feature size of 150 for SVM classifier with RBF 
kernel.  The results of RP features on k-NN and SVM classifiers shows that there is not much difference in the 
lowest misclassification rate obtained for both of the classifiers. k-NN could achieve the lowest misclassification 
rate of 5.98% for RP feature size of 450 while SVM could achieve 5.56% for RP feature size of 150. k-NN 
could achieve almost comparable misclassification rate as that of SVM classifier but in higher dimension of RP 
feature on MNIST database. 

 
Fig. 4.  Graph of misclassification rate Vs RP features, when classified with SVM on Malayalam character image database 
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TABLE III.  LOWEST MISCLASSIFICATION RATE OBTAINED FOR K-NN CLASSIFIER FOR SVD FEATURES ON MNIST DATABASE 

k Range of Number of Singular Values for 
which Lowest Misclassification Rate 

obtained 

Average Misclassification Rate on 
the range (%) 

1 33-38 3.840 
2 33-38 3.840 
3 32-36 3.410 
4 34-38 3.286 
5 32-38 3.248 
6 31-38 3.253 
7 29-36 3.369 
8 25-34 3.392 
9 25-34 3.517 

 

 
Fig. 5.  Graph shows the misclassification rate obtained for SVD features using SVM classifier with linear, polynomial and radial basis 

function kernels on MNIST database 
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TABLE IV.  MISCLASSIFICATION RATE OF RP FEATURES ON MNIST DATABASE 

RP Feature 
Dimension 

RP+k-NN Misclassification Rate (%) RP+SVM Misclassification Rate 
(%) 

 k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 Linear Polynomial RBF 

50 14.17 14.17 12.8 12.24 12.22 12 11.85 11.74 12.04 19.49 8.05 7.57 
75   11.46 11.46 10.43 10.06 9.86 9.92 9.94 9.98 10.3 15.25 6.48 6.08 
100 9.19 9.19 8.52 8.07 8.25 8.03 8.25 8.34 8.42 12.99 7.12 6.01 
125 9.26 9.26 8.39 8.16 8.32 8.2 8.39 8.23 8.44 11.08 7.36 5.59 

150 8.4 8.4 7.69 7.5 7.8 7.62 7.72 7.63 7.86 10 7.84 5.56 

175 8.24 8.24 7.61 7.35 7.38 7.46 7.76 7.66 7.83 9.32 9.33 5.66 
200 7.55 7.55 7.26 7.12 7.31 7.27 7.45 7.27 7.45 9.06 10.18 5.69 
225 7.7 7.7 7.03 6.82 6.93 6.83 6.96 7 7.09 9.11 12.37 5.87 
250 7.38 7.38 6.8 6.63 6.7 6.71 7.07 6.9 7.04 8.56 13.08 5.81 
275 7.4 7.4 6.9 6.62 6.84 6.87 7.01 7.07 7.27 8.16 13.83 5.93 
300 7.46 7.46 6.55 6.42 6.4 6.5 6.73 6.7 7.05 8.24 15.72 6.22 
325 6.61 6.61 6.46 6.05 6.57 6.34 6.8 6.73 6.9 7.96 17.05 6.3 
350 7.03 7.03 6.39 6.24 6.13 6.05 6.36 6.38 6.58 7.98 18.33 6.13 
375 6.84 6.84 6.42 6.23 6.13 6.15 6.42 6.44 6.66 8 20.96 6.32 
400 6.9 6.9 6.2 6.29 6.43 6.17 6.46 6.43 6.78 7.54 23.76 6.46 
425 6.81 6.81 6.33 6.16 6.26 6.16 6.21 6.26 6.63 7.69 26.38 6.24 

450 6.95 6.95 6.22 5.98 6.17 6.18 6.44 6.31 6.42 7.61 27.32 6.54 

475 6.68 6.68 6.18 5.98 6.09 6.13 6.42 6.29 6.5 7.75 31.63 6.68 

500 6.93 6.93 6.29 6.13 6.33 6.06 6.31 6.35 6.57 7.68 33.82 6.75 

VI. CONCLUSION 

Dimension reduction algorithms play a great role in almost all machine learning applications. We have tried 
to compare the performance of SVD and RP, two dimension reduction techniques with the help of two 
classification algorithms, k-NN and SVM on the context of character recognition. The experiments are 
conducted on Malayalam character image database (135 different classes) and MNIST handwritten digit 
database. SVD features are giving better accuracy with SVM classifier than k-NN on both the databases. In case 
of RP features, on Malayalam character image database RP – SVM combination is performing better than RP – 
k-NN combination. On MNIST database the performance of RP – k-NN and RP – SVM is almost same, except 
that k-NN performs well on high dimensions of RP feature. On comparing the performance of SVD and RP 
features, SVD dominates over RP on both the image databases we have used in our experiments. But for 
applications, handling massive data, the SVD approach we have used becomes computationally expensive while 
RP scales well. Our future work includes improving the performance of RP to make its performance comparable 
to that of SVD and on making SVD approach practical for applications involving growing datasets. 
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