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Abstract - An Asynchronous Dual–Rail Transition Logic (ADTL) is proposed in this paper. The new 
logic style can be used in the encryption circuit of cryptography to counter the differential power analysis 
(DPA) attacks. The resistance to the DPA attacks is achieved by randomizing the power dissipated in the 
circuit through Manchester input signal coding and unpredictable initial state of the toggle flip-flops (T-
FF). The proposed logic uses two wires to transmit the signal, in the form of a single transition on either 
one of the two wires to indicate the input logic value. T-FFs are employed to randomize the power 
dissipated by the circuit. The randomizing is made possible by making the initial states of the flip-flops 
un-deterministic. Furthermore, the clock is completely eliminated in the conceived design, thus realizing 
increased power randomization and resistance to the DPA attacks. The design is demonstrated through 
the systematic simulations on a typical encryption circuit. The validation of the ADTL is made through 
extensive comparisons with the existing Dual-rail Transition Logic (DTL) for power, delay and the DPA 
resistance. Industry standard EDA tools with 90nm technology libraries provided by the UMC foundry 
have been employed in the designs.  

Keywords—Differential Power Analysis, Dual-Rail Transition Logic, Dual-Edge Triggered Flip-Flops. 
I. INTRODUCTION 

Cryptology is the study of sending the message in the encrypted form, from one person to another in the 
presence of a third person such that the third person will not be able to understand the message. Cryptology 
study focuses on two major branches, namely, (1) cryptography, which is an art of hiding the message in the 
encrypted form and (2) cryptanalysis, which is an art of breaking the encryption in an unorthodox way to obtain 
the information back. Cryptanalysis attacks [1][2][3] mainly concentrate on the loop holes of the process 
mechanisms used while sending the message, either through the algorithm used in the encryption process, or 
through the leakage currents obtained from the hardware. Recent literatures [1] - [8] identify that the attacks 
concentrate on the hardware parameters, such as the delay, the electromagnetic radiation or the power 
dissipation and they are normally non-invasive. By analyzing these parameters, the intermediate data under 
process can be hacked. This is known as the side channel attack. Among these types of attacks, the power 
analysis attacks are very easy, non-invasive and efficient to conduct. Hence, many researchers focus on 
countering the power analysis attacks. 

The major divisions in the power analysis attack are Simple Power Analysis (SPA) attacks and Differential 
Power Analysis (DPA) attacks [2]. The SPA attack is done with a rough idea of the encryption circuit and is 
carried out with the help of one or two power traces. On the other hand, the DPA attacks are purely statistical in 
nature. This is due to the fact that irrespective of the knowledge of the encryption circuit, the set of power trace 
obtained are mapped to the set of power trace from the hypothetical intermediate key power trace. The mostly 
matching power trace will provide the key of the encryption mechanism. The DPA attacks have several variants 
such as the correlation power analysis attacks, the zero–input DPA attacks and the frequency based DPA 
attacks. In order to avoid these power analysis attacks, several circuits have been proposed in the literature [3]. 

In the algorithmic level, it was revealed that the number of toggles is the leakage factor and can be used to 
hack the data [4]. Hence, the circuit or the cell level encryption circuits were introduced to counter such attacks. 
Some typical circuits were the Sense Amplifier Based Logic (SABL) and Wave Dynamic Differential Logic 
(WDDL) [3]. These circuits employ the pre-charge logic to produce unvarying or constant power dissipation. 
The architectures, namely, the Masked Dual rail Pre-charge Logic (MDPL) [9] and the Random Switching 
Logic (RSL) [10] produce random power traces to alleviate the attacks. The power traces normally has a relation 
to the data under processing. Hence, the Dual-rail Transition Logic (DTL) [1] was proposed to randomize the 
power traces. The DTL de-correlates the data under process and the power dissipated by the circuit. This was 
realized with the help of introducing random initial states for the toggle flip-flops (T-FF), which could be 
configured by adding a key, to either set or reset the flip flop. As the power dissipation is different for the 
positive and negative transitions as decided by the initial state of the T-FF, the probability of identifying the 
power traces grows exponentially for the same input/s, making it increasingly resistant to the DPA attacks [11].  
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However, the drawback found in the DTL logic circuit is its clock dependency, which results in the leaking of 
the clock information through the periodic power traces. This paper proposes an Asynchronous Dual-rail 
Transition Logic (ADTL) circuit to remove such a dependency of the power trace on the clock. The ADTL 
circuit aims at removing the clock related information from the circuit, such that the power traces are completely 
randomized and it renders the circuit resistant to the DPA attacks. 
 The proposed design focuses on the following:  

• The logic followed in the design of dual rail transition logic is employed. 
• Dual edge triggered flip-flops [11] [12] [13] have been employed to detect the data from the 

Manchester coding block. 
• Manchester coding has been used for the representation of the input data for conversion to DTL logic. 
• The reference signal is generated according to the functionality of the logic required and the input data.  
• Dual edge triggered flip-flops are employed in the receiver end for converting the data back to the 

original logical signal. 
The paper is arranged is as follows: The foundations of the proposed ADTL and the design methodology are 

explained in Section II. The design of the individual blocks used in the circuit and the operating features of the 
blocks are presented in Section III. The results obtained through simulations of the circuits and the inferences 
are elaborated in Section IV and Section V concludes the paper. Section VI suggests the future work.  

II. METHODOLOGY 

The logic of the proposed asynchronous dual rail transition model is explained in this section. It also explains 
how the ADTL proves to be more DPA resistant than the existing DTL logic. Exhaustive simulations have been 
carried out to compare the performances through the transient input waveform patterns and the resulting output 
power patterns.  
A. Asynchronous Dual Rail Transition Logic: 

The proposed ADTL model is derived from the DTL model [1]. In the present work, the clock is eliminated 
entirely to avoid the clock dependence [14] [15]. In place of the clock signal, the inherent data edges are used 
for signaling the transition on the complementary wires. In order to realize this, the transmission signal encoding 
of data is used to identify the data pattern even while taking care of the long runs of zeroes or ones. Using the 
data and its transmission signaling, the logical signals can be converted to DTL signals with the help of dual 
edge triggered flip flops. Fig. 1 shows the signaling of the data used in the proposed logic. The conversion of the 
data from logical to DTL without the help of an external clock and the data edges, in either the logical or DTL 
form is used for further processing. Hence, it can be inferred that the proposed design is an asynchronous 
version of the DTL [16] [17].  

 

 
Fig. 1 ADTL Signaling of data 

To explain the proposed logic better, a brief overview of the existing logic is presented below, with justifiable 
comparisons. At the end of this section, the theoretical advantages of the proposed logic are highlighted. 

1) Transition Signaling Logic: 
Transition signaling is one of the low power communication protocols, which uses the type of transition 

happening on the line to transmit the data from the source to destination. In other words, the signal zero is 
transmitted with no transition on the line, while the signal one is transmitted with a single transition, either from 
one to zero or from zero to one on the transmission line at the clock edge. The transition signaling is shown in 
Fig. 2. The limitation with the transition signaling is that there can be long runs of zeroes in the input, and the 
transmission line may not have any transitions. This can lead to addition of noise signals which may send a 
wrong data to the receiver end. It may be pointed out that at the receiver end, the exact frequency of the clock 
and its pulse width must be known for the decryption process, failing which, the decryption of the transition 
signal may lead to a wrong or faulty data. 
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Fig. 2 Transition Signaling of data 

 
Fig. 3 DTL Signaling of data 

2) Dual rail transition Logic: 
The limitation of the transition signaling model has been taken care of in the DTL signaling model, in which a 

complimentary wire is added so that every data bit may be transmitted with a transition. That is when the 
consecutive data transmitted are alternate zeroes and ones then, the data zero will be transmitted with the 
transition on the zero wire, and the data one will be transmitted with the transition on the one wire at the clock 
edge. Hence, the problem of the long runs of zero is taken care of by the transition on the zero wire. The DTL 
signaling model is as depicted in Fig.  3. The clock frequency can be built by the use of the successive 
transitions. Hence, the receiver will have no difficulty in finding out the exact frequency of the clock.  

However, the disadvantage in this type of transition is the overhead incurred by the clock, since the data is 
transmitted only at the clock edge even though the data is available beforehand. Furthermore, two clock signals 
are needed, one for the data conversion and another for the data encryption, which in turn causes an additional 
overhead for the circuit. Another limitation of this model is that the clock frequency is embedded into the signal 
transitions and hence, the power trace of the circuit reveals the clock information. This can be used by the 
hacker to find out the clock edge at which the data is sent, thus making the hacking possible. 
3) The advantages of ADTL: 

The advantages of the proposed ADTL are listed below. 
• The data can be transmitted with varying pulse widths since the data and Manchester waves are 

interdependent. At the output of encryption, there will be a small positive pulse to indicate the two 
successive zeroes. In the same way, a small pulse from one to zero and back to one will indicate two 
successive ones. 

• The data transfer depends on the input patterns and on the pulse width of individual data bits, which is 
allowed to change dynamically and hence the data traces are highly resistive to the side channel 
attacks. 

• Since the design is clock independent, the clock overhead delay problem is completely eliminated, 
which improves the circuit speed performance.  

• Timing of the circuit is asynchronously monitored by the handshaking signals involved in the proposed 
model and hence, the check for the timing violations is not required. 

B. Transmission Signal Encoding: 

The format of the data encoding process being practiced for communicating the zeros and ones are known as 
transmission signal encoding. The input of the ADTL logic is encoded in the signaling formats, since the logic 
evaluates on the positive or the negative edge of the data signal. A signal fed in an un-encoded form might well 
be hacked using the signal transitions so as to reveal the information regarding the data. The properly encoded 
signaling format hides the actual signal transitions by introducing more transition which will not be 

Data1

Data0

0 1 1 0 0 1 0Input

Manchester 
Clock
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synchronous. Majorly, there are three types of widely used signaling techniques, namely, Manchester, Non – 
Return to Zero (NRZ) and Return to Zero (RZ). 
1) Manchester: 

Manchester signaling is used to code the input signal without revealing the transition in the input signal [18]. 
This is carried out by following the logic of RZ partially. In this method, for the input value of one in the data, 
the signal remains the same, while the signal for indicating a zero value is given by zero in the first half of data 
signal width, followed by a signal one for the next half period. This coding method hence detects both the ones 
and zeroes, even if there happens to be a long run of same value. This feature makes this signaling technique 
very useful for the ADTL logic. The proposed ADTL exploits this advantage, and it acts as a reference to detect 
the value of the input given to the circuit. A sample signal transient of this logic is shown in Fig. 4.  

 
Fig. 4 Manchester Signaling of data 

2) Non – Return to Zero: 

As the name indicates, the signal transitions come into the focus, whenever the input signal won’t return to 
zero. This falls into two types, namely, the NRZ – Level (NRZL) and the NRZ – Invert (NRZI). In the NRZL, 
the signal will retain its previous value when the input signal is not brought back to the zero level as shown in 
Fig. 5. On the other hand, in the case of the NRZI, the signal value is inverted when the input signal value is not 
brought back to zero. These signals cannot be used in the ADTL, due to the reason that when there happens to 
be a long run of zeroes or ones, then the NRZL will be able to identify the zeroes of the signals, and not the 
ones. On the other hand, the NRZI can identify the long runs of ones but not the zeroes. Hence, these signal 
formats will fail in detecting the number of consecutive values of the same logic state and hence is not 
applicable for the ADTL. 

 
Fig. 5 Non Return to Zero Signaling of data 

 
Fig. 6: Return to Zero Signaling of data 

3) Return to Zero: 

Return to Zero (RZ) signaling is a technique in which the signal value of the input signal is indicated by the 
relative transitions within the signal. If the signal value is one, then the signaling will have half of its period as 
one followed by the next half period as a zero. Similarly for a zero, there will be no transition in the middle of 
the signal and the signal will remain at one, and for the next zero bit occurring in the input, there will be an 
inversion of the RZ signal with its value staying in zero. This can help in detecting the successive zero value 
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after the present zero value. A sample signaling representation of RZ is shown in Fig. 6. The transition during 
the value one and no transition during the value zero is the disadvantage of RZ, which may result in 
complicating the detector circuit. This disadvantage can be avoided by using the bipolar transmission signal 
where the zero will have the negative transition for half of the cycle and then for the next half of the cycle it will 
be zero. This method introduces the scheme with a negative voltage level as shown in Fig. 6. It may be noted 
that it needs a three level mechanism, which is unsuitable for the digital logic systems that follows true and false 
states as the only two available states.  

III. DESIGN OF THE INDIVIDUAL BLOCKS 

This section presents the block schematic of the typical design developed to demonstrate the methodology of 
operation of the ADTL. The logical data input values signaled in the Manchester encoding is employed as the 
reference to convert the data into the dual transitions. The encryption of the input signal uses the Manchester 
reference of the same input values. This encrypted data is silent to side channel power attacks, since as can be 
observed, it relies completely on the current data values. Even if the current information has been hacked, it will 
not be useful for further intrusion, since the reference of encryption is designed to be the signal itself. Finally, 
the encrypted data in the form of dual rail traces are converted back to logical signals for transmission along the 
channel. The block diagram depicting the operation of the proposed asynchronous scheme is shown in Fig. 7. 

 
Fig. 7 Basic Block Diagram for the Operation of ADTL 

A. Data input representation and Manchester Signaling: 

The data representation of the ADTL employs the Manchester encoding. The Manchester encoding is 
elaborated in this sub-section. The Manchester encoder block is as shown in the Fig. 8. In this block, the period 
of the data length is represented as a signal with 50% duty cycle was as depicted in Fig. 4 which implements 
Manchester encoding. The logical data which is XORed with the input signal to provide the Manchester 
encoding also has the same duty cycle. To identify the data back from the Manchester encoding, the single edge 
triggered flip-flops are not sufficient, since the data in Manchester coding is represented by both positive and 
negative transition. Hence, the data indicator uses a dual transition edge triggered flip flops instead of single 
edge triggered flip flops [19].  

 
Fig. 8 Logical to Manchester signal encoding 

B. Data converter from Logical to DTL: 
This block is used to convert the Manchester encoded logical data into the dual transitions using the DTL 

block. This is carried forward for the encryption purposes. Fig. 9 shows the data converter from logical to DTL 
which has two dual edge triggered T flip-flops (DETTFF) with one of the inputs as logical data and its 
compliment fed as the other input. The reference pin to both the flip-flops is provided by the Manchester wave, 
which produces the outputs at line 1 and line 0. 

When the input signal is one and if there is a transition in the Manchester wave in either the positive edge or 
the negative edge, the state of the upper flip-flop will be toggled. Similarly, the state of the lower flip-flop will 
be toggled when the data is zero and when there is a transition in the Manchester clock. These operations will 
give rise to dual lines with one line carrying the transition when the data is one, and the other line carrying the 
transition when data is zero which is the DTL signaling logic. 

Input

Ref. Clock

Machester Output
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Fig. 9 Logical to DTL Signal Converter 

C. Data converter from DTL to Logic: 
Fig. 10 shows the custom implemented circuit for the DTL to logic converter. This block will perform the list 

of actions mentioned below: 
• The DTL signals on the Line 1 and Line 0 are converted to a logical signal with the help of the dual 

edge triggered D flip-flop (DETDFF). 
• A latch is used to hold the converted logical value. 
• A delay element and an XOR gate are introduced for the hand shaking purpose [14].  

 
Fig. 10 DTL to Logical Signal Converter (Pre-Part Logic) 

The Line 1 and Line 0 of the DTL logic are used as the reference signal for the upper and the lower DETDFF 
respectively. The input D for these flip flops are zero for upper and one for lower flip-flops this is to activate the 
next part of the circuit which detects the data. The flip-flops are connected to the hand shaking signal as preset 
for upper and clear for lower flip flop which sets or resets the flip-flop depending on the transition on the other 
reference line. When there is a transition in Line 1, it indicates that it is a logical one. This recognition of the one 
from the dual representation logic (as logical one) will trigger the upper flip-flop. Hence, the PMOS device 
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which is triggered with this logical one will turn on and passes the VDD to the latch, which produces the desired 
logical one value. This is retained till the transition is Line 0, at which point of time, it causes the handshake 
signal of upper flip-flop to go high and presets the value to one, and in the process turning the PMOS device off. 
At this instance, the  transition on line 0 triggers the lower flip flop, which passes the one to the NMOS device 
turning it on such that the GND will be latched to the output, producing a logical zero. This state is retained till 
there is a transition in the Line 1. This process is carried out till the last transition is converted to the 
corresponding logical values. This completes the conversion of data from ADTL to basic binary coding [20] 
[21]. 
D. Logical operation block: 

In the logical operation block shown in Fig. 7, the standard logical operations such as the AND, OR, XOR, 
etc. are performed. This block is mainly divided into three parts, namely, 1) the Pre-part, 2) the reference signal 
preparation part and 3) the Post-Part. 
1) The Pre-part: 

The pre-part of the reference signal preparation is the same as that of the DTL to logical data converter. This 
is due to the fact that performing the operation on the DTL signals is costlier, in terms of the time and the area 
involved. Hence, the DTL signal is converted into the logical signal and then it is passed on to the clock 
preparation block. The pre-part circuit is depicted in Fig. 10. 

 
Fig. 11a AND Reference preparation for functional block 

2) Functional Reference Preparation Block: 

The purpose of the reference preparation block is to produce the two references ref1 and ref0, which will 
subsequently be passed on to the post-part of the logical operation block, which uses the negative edge of the 
reference signal. Hence, the main function of the reference preparation part is to produce the negative edges 
which will trigger the next part. For this purpose, a simple NMOS logic with the pre-charge and the evaluation 
transistor are used to prepare the reference signal. The enable signal will be initially low, which will make the 
pre-charging of the circuit possible. When there is a transition in either of the inputs, the enable signal goes 
high, thus stopping the charging process and letting the circuit to start evaluating the logic.  
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Fig. 11b OR Reference preparation for functional block 

 
Fig. 11c XOR Reference preparation for functional block 

1. The ref1 logic is designed in such a way that the circuit evaluates to zero when the logical output is 
one 

2. The ref0 logic evaluates to zero when the logical evaluation of the signal is zero.  
Hence, this block produces the ref1 and ref0 possessing the negative edges when the logical output for the 

inputs are one and zero respectively. Figs. 11a, 11b and 11c shows the reference preparation circuits for AND, 
OR and XOR functions respectively. 
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3) Post-Part Block: 

The functionality of the post-part in the logical operation block is to convert the reference produced by the 
reference preparation circuit to the DTL logic. This is done using a simple negative edge triggered T flip-flop. 
As the reference signal has the negative edges in accordance with logic value evaluated by the reference signal 
generation circuit, the states of the T-FF in the post-part will be toggled producing Line1 and Line0 of the DTL 
logic. Fig. 12 shows the custom implementation of the post-part of the logical operational block. 

 
Fig. 12 Post Part Logic for functional block 

The encryption circuit employs a tri-gate logic for verification as shown in Fig. 13 with the corresponding 
data converter blocks and the logical operational blocks. 

 
Fig. 13 Tri-gate logic for verification of encryption circuit 
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Fig. 14 Synchronous Power Plot of DTL 

 
Fig. 15 Asynchronous Power Plots of ADTL 

IV. SIMULATION RESULTS AND PERFORMANCE COMPARISON  

In this section, the results obtained through the simulations of the encryption circuits implemented in the 
ADTL and DTL are presented and analyzed. The performance comparisons between these two logics are made 
with respect to the parameters, namely, the average power and the delay. The power dissipation of the DTL is 
shown in Fig. 14. It amply exhibits the periodicity in the power dissipation waveform with a period equal to 
clock period which can be the parameter of vulnerability. The ADTL power dissipation is shown in the Fig. 15, 
which idyllically demonstrates no periodicity. This property thus hides the data period of the signal.  

In case of DTL, the power is the same for all the stages, which in effect provides the necessary protection 
against the DPA. On the other hand, in the case of ADTL, the power dissipated is different for various inputs. 
The power dissipation is different even for the same inputs at various timings. Hence, this provides a more 
significant resistance to the side channel power attacks as validated in the paper. 

Table 1 presents the comparisons made between the DTL and the ADTL for the parameters, namely, the 
average power, the clock-to-output delay and the input-to-output delay, as measured and compared through 
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exhaustive simulations. It may be noted that the results indicate the ADTL operates faster. It may be observed 
that the ADTL consumes more energy than the DTL. This is due to the fact that the operation is done on both 
the edges of the signal, which correspondingly results in increasing the switching power. However, this is 
compensated by removing the clock power of the proposed logic. To add to this advantage, it may be noted that 
the clock generation, propagation and the power dissipated in the clock interconnects are also eliminated.  

Furthermore, the pulse width of the DTL is decided by the delay between the two clocks. On the other hand, 
the pulse width of the ADTL is independent of any other signals in the circuit.  

TABLE I 
Comparison of Power and Delay parameters 

Parameter DTL ADTL 

Average Power (mW) 0.786 1.16 

Clock to Output Delay 1.91E-09, -1.98E-09 1.73E-09 

Input to Output Delay 7.11E-09 7.06E-09 
 

 
Fig. 16 Difference in power trace for input 1111 with previous value indicated in legend 

An additional block is required in the case of DTL to latch out the data in the form of logical values, since the 
pulse width is small. To increase the pulse width sufficiently, the delay between the clocks must be increased 
which will inadvertently add to the delay of the circuit. However as discussed before, the pulse width of the data 
is independent in the proposed ADTL and signal sequence of same value is separated by a small pulse of the 
opposite magnitude. Hence, the data can be identified without the help of any additional circuit. 

Fig. 16 shows the typical differential power traces obtained for a sample input of 1111 when applied with 3 
different initial inputs, viz. 0000, 1000 and 1110. These values are chosen so as to include all the possible corner 
cases and the differences between the power traces of the various combinations of the inputs taken are shown. 
The power traces are shown for the duration of 20ns with one of the initial inputs mentioned before, and 
followed by the same input of 1111, which in effect will provide 3 different power traces. To compare the power 
traces, the difference between the combinations of the two traces is found out and depicted in Fig. 16. It can be 
clearly observed from the traces that the power is randomized for various initial input combinations i.e., from 0 
to 10ns. It may be noted that the power is randomized entirely differently for the same input 1111, as is 
observed during the 10ns to 20ns duration. It can thus be validated that the differences in the power traces are 
random and clearly unpredictable. Hence, the DPA resistance property of the circuit is validated.  
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V. CONCLUSION 

The paper has presented the Asynchronous Dual-Rail Transition Logic (ADTL) that focuses on increasing the 
differential power side channel attack resistance and the analyses demonstrate significant advantages in terms of 
the clock independency, reduced overall power consumption and an improved speed performance. The results 
show the randomization in the power trace of the circuit. The clock signal generation and distribution is 
completely eliminated in the proposed approach, which may result in a significant value of overall power 
reduction. This can effectively surmount the impact of the marginal increase in dynamic power. Furthermore, 
the realistic advantage of the clock independency realized by ADTL is made possible by the dual rail signal 
encoding.  

The most important attribute of the clock independency for the cryptographic applications is accomplished. 
The power trace results generated by the proposed logic authenticate the design. Moreover, the data pulse width 
employed for the dual transition signaling is a variable one and this property exhibits an additional benefit in 
increasing the DPA resistance property. The delay of the circuit is also found to be less than the synchronous 
DTL circuit, because of the fact that the clock overhead is completely eliminated in the proposed asynchronous 
DTL approach. Hence, the proposed asynchronous solution demonstrates improved speed performance with 
enhanced side channel power resistance capability with a slight increase in area overhead.  

VI. FUTURE WORK 

Since the instantaneous power dissipation in the ADTL is higher than the DTL, in realizing the increased 
DPA resistance characteristics, the future work would focus on reducing the power consumption by introducing 
the power gating and the sleep transistor logic. Secondly, for the system to randomize the power, the signals of 
more random frequency can be generated and employed. 
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