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Abstract— the problem of word sense ambiguity (also known as polysemous semantic ambiguity) 
affects a number of fields of knowledge. Consequently, and because of its relevance, several branches of 
science have tried to solve it. Polysemous semantic ambiguity occurs when one word has more than one 
meaning or sense in a sentence. In this paper, the authors propose a coefficient filtering model which uses 
knowledge-based least squares estimation methods in order to address the polysemous semantic 
ambiguity of words.  

Polysemous semantic ambiguity, word sense filtering, knowledge-based disambiguation techniques, 
word sense disambiguation. 

I. INTRODUCTION 

Natural language processing is the part of artificial intelligence and computer linguistics that aims to 
represent human language in a machine-readable format. 

Natural language is full of ambiguities (be it lexical, syntactic, semantic, phonetic). Many of these are caused 
by the vagueness of language itself and the lack of precision with which it is used daily. Furthermore, this 
problem is magnified by the high amount of possible meanings associated with one single word in a specific 
language [1]. 

The author of [2] defines three categories of ambiguity in language: (a) polysemous ambiguity. In this case, 
one word may have several different meanings depending on the way in which it is used at in a given moment. 
(b) Syntactic ambiguity, which occurs when the same syntactic structure has different meanings. (c) Referential 
ambiguity, which makes it necessary for the analysis to go beyond the boundaries of the sentence in order to 
determine the referential antecedents of the pronouns. 

A word that has more than one sense is called polysemous, i.e. a word having several senses, the most 
appropriate of which can only be inferred by looking at the particular context in which it is being used. It is 
worth noting, however, that in many cases it is difficult even for humans to discern the appropriate sense [3]. 
Polysemous ambiguity is most common with verbs, adjectives and nouns. In this paper, the authors propose a 
coefficient filtering model which uses knowledge-based disambiguation methods to deal with the polysemous 
semantic ambiguity found in the senses of the words. 

This paper is structured as follows: the next section introduces the theoretical framework constituting the 
basis of this study. Section three introduces the knowledge-based disambiguation methods used in the model 
proposed. Section four shows the proposed disambiguation model in detail. Section five shows the experiments 
and results with which the model was assessed. Finally, section six presents the conclusions and future work 
arising from this study. 

II. THEORETICAL FRAMEWORK 

There are two variants in the field of word sense disambiguation (WSD): (i) One Word. In this approach the 
system must disambiguate one word per sentence. This variant is used mainly for supervised methods in which 
all the context is used as a trained corpus and the system is tested using one word per sentence. (ii) All Words: in 
this approach the system must disambiguate all the types of words in the text (nouns, adjectives, verbs and 
adverbs). This variant uses knowledge-based methods. 

Knowledge is an essential component of WSD. Knowledge bases provide information relevant for associating 
a sense with words. These knowledge sources may be text corpora, dictionaries, thesauri, glossaries and 
ontologies. These sources can be classified as structured or unstructured sources. (i) Some structured sources 
include: thesauri, machine-readable dictionaries and ontologies. (ii) Some unstructured sources include: corpora, 
common sense lists, annotated corpora, RAW corpora. It is worth noting that a corpus is large and structured set 
of texts. They are useful for performing statistical analyses, testing hypotheses, checking occurrences and 
validating linguistic rules belonging to a specific area of language. 
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According to [4], word sense disambiguation methods may fall into one of the following three categories. 

A. Supervised Methods 
Supervised disambiguation methods utilize machine learning techniques in order to learn to infer rules based 

on previously trained corpora (corpora are previously tagged and disambiguated texts). The goal being 
processing and disambiguating new texts based on the rules learned. 

B. Unsupervised Methods 
These disambiguation methods use only the context of a word in order to disambiguate the word in question. 

They are based on the idea that the same sense of a word will have similar words in its vicinity. 

C. Knowledge-based Methods 
These methods seek to exploit the knowledge contained in the thesauri, ontologies, dictionaries, etc. in order 

to infer the sense of a word in a given context. 
Knowledge-based methods employ different sources of knowledge (e.g. WordNet, Multilingual Central 

Repository, etc.). These knowledge bases are used as lexical databases which group words into sets of synonyms 
called synsets and provide short, general definitions of each of them. These also store semantic relations 
between the synonym sets. Their purpose is twofold: they seek to produce what would be a combination of a 
dictionary and a thesaurus whose usage is more intuitive while supporting automatic text analysis through 
artificial intelligence applications. The hypernym/hyponym relationship between synsets could be interpreted as 
a specialization/generalization relationship between conceptual categories. This makes it possible to interpret 
and use WordNet as an ontology in computer science [5]. 

TABLE I summarizes some of the most widely known techniques for solving word sense ambiguity along 
with the type of disambiguation method to which they belong. 

TABLE I 
Summary of the approaches and techniques used to attack word sense ambiguity. 

Authors Technique Disambiguation Method 
[6] Decision lists Supervised
[7] Decision trees Supervised
[8] Bayesian networks Supervised
[9] Neural networks Supervised
[10] Vector machines Supervised
[11] Context grouping Unsupervised
[12] Word grouping Unsupervised
[13] Concurrence graphs Unsupervised
[14] Simplified Lesk Knowledge-based
[15] Adapted Lesk Knowledge-based
[16] MFS Knowledge-based
[17] UKB Knowledge-based

From [4] it can be deduced that knowledge-based methods are more frequent in many cases because they are 
versatile, easy to adapt and implement for virtually any case in any field of knowledge. 

III. KNOWLEDGE-BASED DISAMBIGUATION METHODS 

The following are detailed descriptions of the algorithms shown in table I. These algorithms are used in the 
proposed coefficient filtering model. 
A. Simplified Lesk  
The simplified version of this algorithm compares the dictionary definition or examples for an ambiguous word 
with the other terms contained in its vicinity [14]. Fig. 1 shows the pseudocode for the Simplified Lesk algorithm 
used to disambiguate words in a sentence in this study's model. 

Jaime Alberto Guzmán-Luna et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 6 Dec 2014-Jan 2015 2618



 
Fig. 1. The Simplified Lesk algorithm used in this study. Source: the authors. 

In this algorithm, word is the word to be disambiguated and phrase are the words making up the sentence where 
the ambiguous word is located. Context contains the functional words (adjectives, verbs, adverbs and nouns) 
which accompany the word contained in phrase. senses is the set of possible meanings for a Word. These are 
provided by a knowledge base. best_sense is the sense with the best counter and full_senses is the array 
containing the (sense, counter) tuple along with the sense and the coefficient for that sense. The coefficient, 
counter, is calculated via the score function in the following way: ݁ݎ݋ܿݏ = 	 ݊݋݅ݐ݂݅݊݅݁݀	݀ݎ݋ݓ	ℎ݁ݐ	݊݅	ݐ݊݁ݏ݁ݎ݌	ݏ݀ݎ݋ݓ	#	| ∩  (1)   	|	ݐݔ݁ݐ݊݋ܿ	ℎ݁ݐ	݊݅	ݏ݀ݎ݋ݓ	#
Finally, the algorithm returns the best_sense and full_senses variables. 
B. Adapted Lesk. 

Authors such as [15] propose a modification to the original Simplified Lesk algorithm because it has 
limitations since it only compares words in the vicinity (context) of the word to be disambiguated (word) against 
the words in the definitions of word (senses). This frequently causes poor disambiguation when the context or 
definitions (senses) of the word are limited [18].  
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Fig. 2. The adapted Lesk algorithm using the proposed model. Source: the authors. 

Given this [15], the adapted Lesk algorithm is proposed. This algorithm takes the definitions of the words 
(senses) stored in context,  - which is composed of the functional words (adjectives, verbs, adverbs and nouns) 
in the sentence (phrase) - and compares them (usually the comparison is done using pairs of words) with the 
definitions of the synonyms (similar senses), hypernyms (more general senses), hyponyms (more specific 
senses), meronyms (senses that are part of other senses), holonyms (senses that act as the whole of other senses) 
and troponyms (verbal hyponyms)of each word in the context. Fig. 2 shows the adapted Lesk algorithm in 
detail. 

The comparison is performed using the overlap function, which finds the length of the largest string of 
consecutive functional words (adjectives, verbs, adverbs and nouns) found in the pairs of definitions. 
Finally, the algorithm will return the senses_by_word which contains the senses for each word in the phrase 
with its respective score. 
 

Jaime Alberto Guzmán-Luna et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 6 Dec 2014-Jan 2015 2620



C. Most Frequent Sense (MFS) 
The most frequent sense (MFS) is a semantic polysemy disambiguation algorithm which finds the most used 
sense for each word. This method uses an annotated knowledge base which stores the senses for each word and 
a frequency coefficient that determines which sense is the most commonly used for a given word [16]. Fig. 3 
shows the Most Frequent Sense algorithm in detail. 

This algorithm first preloads the knowledge base kb. Then, it takes a word, and queries the dictionary variable 
in search of its corresponding senses, which are sorted by score. Finally, the Most Frequent Sense algorithm 
returns, for one word, the list of senses and its score associated by means of the senses array. 

 

Fig. 3. Most Frequent Sense, the algorithm used in this study's model. Source: the authors. 

D. UKB 
The method consists of covering the length of any lexical knowledge base's graph (LKB). Given a lexical 

knowledge base (LKB), a non-directed graph is built G=(V,E) , where the nodes are the LKB's concepts, vi, and 
each relation between concepts vi and vj is represented by a non-directed vertex ei,j. Given an input text, the list 
Wi (i=1…m) is extracted from functional words (nouns, verbs, adjectives, and adverbs), which have an entry in 
the dictionary and, thereby, can be related to concepts in the LKB. Let sensesi = {v1,…,vim} be the im senses 
related to the word Wi in the knowledge base graph. Thus, polysemous words are associated with various 
concepts; while monosemous words are associated with a single concept. The result of the disambiguation 
process consists in that each sense within the list called sensesi is given a score. Thus, for each word to be 
disambiguated, the concept that has the highest score in G is select. Fig. 4 shows in detail the implementation of 
the UKB algorithm. 
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Fig. 4. Most Frequent Sense, the algorithm used in this study's model. Source: the authors 

The score is estimated on the basis of adaptations done by [19] to the PageRank . The main idea behind this 
method is to draw a subgraph, GKB, of the LKB whose vertices and relations are particularly relevant for that 
specific context. Such a graph is called disambiguation subgraph GD, and is built as follows: for each word Wi 
in the input context, and for each concept vi ∈ Conceptsi, a breadth-first search (also known as BFS) is 
conducted on GKB, beginning with node vi. Each execution of the BFS calculates the minimum distance of 
paths between vi  and the remaining concepts in GKB. Specifically, the interest is to find out the minimum path 
distance between vi and the concepts related to the remaining words in the context. Let vdpvi be the set of those 
shorter paths. 

௝߳ݒ  ⋃ ௝௝ஷ௜ݏ݁ݏ݊݁ݏ      (2) 
The calculation of the shortest path using BFS is repeated for each concept belonging to each word within the 

context while saving the respective vdpvi. At the end, a set of minimum distance paths is obtained, each with 
different concepts as their starting point. Thus, the GD disambiguation graph is the union of the vertices and 
edges of the shorter paths: ܩ஽ = ⋃ ቄ݉݀݌௩ೕ/ݒ௝߳ݏ݁ݏ݊݁ݏ௜ቅ௠௜ୀଵ   (3) 

The GD disambiguation graph is a subgraph of the original graph GKB. In this way, one can say that it catches 
the more relevant concepts and relations in the knowledge base for a particular input context. Based on this 
graph, the PageRank can be calculated. The main idea of the PageRank is that provided that there is always a 
link between vi and vj within a graph, a vote of node i to node j is produced, thereby increasing node j's score. 
Additionally, the magnitude of this vote depends on node i's score: the more important node i, the higher the 
score for node j. 

Eventually, the UKB algorithm will give back the dictionary variable, which contains the word senses for 
each word in phrase and their respective associated score. 
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The disambiguation methods presented in this section return, for each word W, in a phrase F, an array 
containing the senses for W along with their respective Score. For instance, when providing the four algorithms 
presented in this study with the sentence: “Los conos de pino cuelgan en un árbol”, where we are trying to 
disambiguate the word “Pino”, we would get the following output. See TABLE II. 

TABLE II. Disambiguation example using the word "Pino" in the sentence “Los conos de pino cuelgan en un árbol” using the methods 
mentioned in this paper. 

Possible sense for “Pino” Disambiguation methods used 

Definition 
WordNet 

Identifier 

Simplifie
d Lesk 
(score) 

Adapted 
Lesk (score) 

Most 
Frequent 

Sense (score) 
UKB (score) 

a coniferous tree 11608250-n 0.125 0.375 0.332582 0.016422 

any gymnospermous 
tree or shrub bearing 

cones 

13108841-
n 0.250 0.625 0 0 

the act of supporting 
yourself by your hands 

alone in an upside down 
position 

00436187-
n 0 0.125 0.584651 0.013467 

(gymnastics) an 
exercise designed to 
develop and display 

strength and agility and 
balance (usually 

performed with or on 
some gymnastic 

apparatus) 

00435778-
n 0 0.125 0 0 

straight-grained 
durable and often 
resinous white to 

yellowish timber of any 
of numerous trees of the 

genus Pinus 

11608885-n 0.125 0.375 0.082767 0.014204 

the hard fibrous 
lignified substance 

under the bark of trees 

15098161-
n 0.125 0.375 0 0 

IV. MODEL PROPOSED FOR WORD SENSE FILTERING 

 The algorithm proposed for the process of polysemous disambiguation of a word is composed of the 
knowledge-based disambiguation techniques discussed in section three of this paper. This group of algorithms 
returns a list of senses with their respective score for a given word contained in a phrase.  
Those coefficients are then analyzed by a superior mechanism that validates the vector of coefficients obtained 
by each algorithm and processes it using a coefficient filtering technique which employs a linear least squares 
regression in order to obtain a final score which guarantees a better sense by uniting the four techniques used. 
The following figure details the process:  

The following is a detailed description of the stages of the natural language processing algorithm presented in 
Fig. 5. 
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Fig 5. Stages of the disambiguation algorithm. Source: the authors. 

A. Coefficient Filtering 
The first step in coefficient filtering is reading the first sense returned by each of the methods described in the 

previous section: MFS, UKB, Simplified Lesk and Adapted Lesk. Then, and since the goal is to obtain the best 
sense, i, a coefficient filtering model using the least squares method shall be used which integrates both 
methods. For coefficient filtering, a least square filter was implemented for the estimation of a scalar value [20]; 
thus, the model finds the coefficient ߲ܵܿ݁ݎ݋௜ for each sense, i, of a word, w. Four approaches shall be used (one 
per disambiguation method) for each sense i of a word. The equation used is:  ߲ܵܿ݁ݎ݋௜ = ∑ (	௫೔ೕି௪ഥ೔	)మ೙సరೕసభ ௡ୀସ 	  (4) 

     Where ߲Scorei will show the coefficient resulting from the least squares filtering for sense i, xij represents the 
coefficient for sense i in disambiguation method j, and n represents the amount of coefficients obtained for our 
model, which will always be 4, as four disambiguation methods were deployed. Additionally, ݓపതതത represents the 
mean of the coefficients from disambiguation methods j, which is given by the following equation: ݓഥ௜ = ∑ ௫೔ೕ೙సరೕసబ௡ୀସ  (5) 

Upon obtaining the ߲Scorei for each sense i, the next step is to compare those coefficients in order to establish 
each sense's definite and integrated score. Therefore, the best sense i of a word should be the sense having the 
highest ߲Score. By using table III below, an example of this coefficient filtering for the word “pino” in the 
sentence discussed in table II is shown. 
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TABLE III. 
Coefficient filtering for one sense i. 

  

Disambiguation method j   

1 2 3 4  

Sense i WordNet identifier 
Simplified 

Lesk 
Adapted 

Lesk 
MFS UKB ഥ࢝  ࢏ࢋ࢘࢕ࢉࡿࣔ ࢏

1 11608250-n 0.125 0.375 0.332582 0.016422 0.212251 0.02173213 

2 13108841-n 0.125 0.625 0 0 0.1875 0.06640625 

3 00436187-n 0 0.125 0.584651 0.013467 0.1807795 0.05672456 

4 00435778-n 0 0.125 0 0 0.03125 0.00292968 

5 11608885-n 0.125 0.375 0.082767 0.014204 0.1492427 0.01855213 

6 15098161-n 0.125 0.375 0 0 0.125 0.0234375 

As one can see in TABLE III, the best sense for the word “pino” in the sentence “Los conos de pino cuelgan 
en un árbol” would be sense 2 (i=2) which has a ߲ܵܿ݁ݎ݋ଶ = 	0,06640625, which is the maximum ߲ܵܿ݁ݎ݋. 

V. EXPERIMENTS AND RESULTS 

Tests were conducted on the official text [21] used for the SENSEVAL-3 competition [22]. This text consists 
of a tagged corpus on which words must be disambiguated; each word having a set of defined senses. The 
results shown in this chapter have been obtained using, as client-server, a computer with an Intel Core 2 Quad 
Q8200 (2.33 GHz) processor and DDR2 3544 MB 800 MHz. The OS was Ubuntu 12 LTS 32 Bits. 

For the assessment, the following metrics were used: Precision, recall and coverage.  TABLE IV describes 
these three metrics, where T is the total amount examples in the set, V is the number of instances accurately 
classified, and U is the number of classified examples whose list of potential senses is not empty (no matter if 
they are correctly classified or not). 

TABLE IV. 
Metrics used for results assessment 

Metrics Equation Definition 

Coverage (C) ܥ = 	 ܷܶ 

Coverage is the percentage of words to 
which the WSD system has responded 
(number of instances for which the WSD 
system proposed an answer / total number of 
instances in the testset) 

Recall (R) ܸ =	 ܸܶ 

Recall is the percentage of words being 
accurately disambiguated within the set of all 
test words (number of instances accurately 
disambiguated / total number of instances in 
the test set). 

Precision (P) ܲ = ܸܷ
 

Precision is the percentage of words 
accurately disambiguated by the WSD 
system, given a reference corpus (number of 
instances accurately disambiguated by the 
WSD system/number of instances for which 
the WSD system proposed an answer). 

F1 1ܨ = 	2 ∗ ܲ ∗ ܴܲ + ܴ  

The F1 coefficient is a value between 0 and 1 
that indicates task effectiveness; 1 being the 
value for the perfect system. This metric 
groups precision and scope in order to 
determine how the model's general process 
was. 

Performance ߛ = ݁݉݅ݐ	݊݋݅ݐݑܿ݁ݔܧܶ  .Execution time of the given task in seconds (ݏ݀݊݋ܿ݁ݏ)

TABLE V. shows the results obtained for each metric when the number of words introduced for 
disambiguation varies. 
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TABLE V 
Results for the metrics used for assessing the results 

# number of 
words 

entered 
Precision % Recall % F1 Coverage %

Performance  
(seconds) 

Performance 
per word 
(seconds) 

9 66.67% 66.67% 0.6667 100.00% 3.23 0.35888889
19 55.56% 52.63% 0.5405 94.74% 7.84 0.41263158
35 60.61% 57.14% 0.5882 94.29% 16.05 0.45857143
37 55.88% 51.35% 0.5352 92.89% 15.31 0.41378378
39 55.88% 48.72% 0.5205 90.18% 16.98 0.43538462
47 58.14% 53.19% 0.5556 91.49% 20.03 0.42617021
81 51.43% 44.44% 0.4768 86.42% 43.67 0.5391358 
113 59.78% 48.67% 0.5366 84.42% 63.31 0.56026549

       
Average 

number of 
words 

entered 

Average 
precision 

Average 
recall 

Average 
F1 

Average 
coverage 

Average 
performance 

Average 
performance 

per word 

47.5 57.99% 52.85% 0.5530 91.80% 23.3025 0.45060397

Fig. 6 shows the results obtained when performing the tests with a different amount of entered words.  

 
Fig 6. Stages of the disambiguation algorithm. Source: the authors. 

The mean coverage of the disambiguation process was about 91%, which indicates that the system gives us a 
response close to the best answer almost invariably. When measuring recall with a different amount of words, 
Recall yields an average of 52%, thus suggesting that the system returned a correct answer in more than half of 
the cases. As for precision, the model properly disambiguated 57% of the answers given on average. The F1 
coefficient is a value between 0 and 1 that indicates task effectiveness; 1 being the value for the perfect system. 
This metric groups precision and scope in order to determine how the model's general process was. Therefore, 
the model has a 55% effectiveness when performing the tasks assigned. 

Fig. 7 shows the results obtained when conducting performance tests versus number of words. 
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Fig 7. Results for performance per words, R p.  Source: the authors. 

For this model, we can see that the system speed is proportional to the number of entries it must process. 
However, we found, in a single case, an outlier indicating that performance increased in spite of entries 
increasing too. This might be due to connectivity issues or to the low complexity of the words to be 
disambiguated at the time. 

Finally, TABLE VI shows a comparison against the unsupervised methods presented at the SENSEVAL 3 
meeting [22]. Results are comparable, since the experiments were conducted using the same tagged corpus [21]. 

TABLE VI. 
Comparison with current approaches 

 Proposed 
model 

Non-supervised 
disambiguation 
method used at 
SENSEVAL-3

Coverage 91.80% 91.54% 
Precision 57.99% 58.20% 

Recall 52.85% 54.77% 

VI. CONCLUSION AND FUTURE WORKS 

This paper presented current word sense disambiguation techniques and focused on knowledge-based 
techniques, due to their ease of use, their performance and coverage in disambiguation tasks. There was a 
distinction between i) supervised methods, ii) unsupervised methods, and iii) knowledge-based methods. Also a 
theoretical model for coefficient filtering was presented, which shows knowledge-based disambiguation 
methods and gives room to a novel disambiguation technique which brings together knowledge-based 
techniques to generate enhanced semantic disambiguation by using coefficient filtering through least squares. 

For the experiments conducted, an average precision of 57.99% was obtained, as well as an average coverage 
of 91.80%, and a recall of 52.85% for the proposed model. Generally, it can be stated that regarding coverage 
the model proposed shows better performance than the approaches advanced at SENSEVAL-3. However, 
precision is alike and recall is slightly lower. Thus, the combination of the MFS, UKB, Simplified and Adapted 
Lesk techniques linked together through a least square coefficient filtering helps enhance coverage. 

As future works, the authors put forward the implementation of new coefficient filters that make it possible to 
obtain the best word sense more precisely. The authors also suggest incorporating new disambiguation 
algorithms allowing to improve the recall and precision of the coefficient filtering model. Finally, as a future 
work, the authors propose improving the process execution time of the proposed model in order to optimize it. 
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