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Abstract— The File Allocation Table (FAT) file system is supported in multiple Operating Systems (OS). Hence, 

FAT file system is universal exchange format for files/directories used in Solid State Drives (SSD) and Hard disk 
Drives (HDD). The Microsoft Corporation introduced the new file system called Extended FAT file system (ExFAT) 
to support larger size storage devices. The ExFAT file system is optimized to use with SSDs. But, Both FAT and 
ExFAT are not power fail safe. This means that the uncontrolled power loss or abrupt storage device removable from 
the computer system, during file system update, causes corruption of file system meta data and hence it leads to loss 
of data in storage device. This paper implements the Logging and Committing features to FAT and ExFAT file 
systems and ensures that the file system meta data is consistent across the abrupt power loss or device removal from 
the computer system.  

Keyword- Commit, Directory, ExFAT, File System,  FAT, FATTY, Flash Memory, HDD, HFAT, 
Journaling, KFAT, Logging, Log Structure,  MMC, Power Fail-Safe, RFS, SD, SSD, TFAT, TexFAT, 
TFS4, TI-LExFAT, TI-LFAT. 

I. INTRODUCTION 
The FAT file system was initially developed to use on floppy disks and hard-drives. The earlier version of 

File Allocation Table (FAT) [1] file system was FAT12 by Microsoft Corporation, later it was extended as FAT16 
and further as FAT32 to support higher storage size. Since most of the operating systems such as Linux, 
windows, UNIX and Mac OS implements the FAT file system, this file system has become a default and 
universal exchange file storage format for embedded devices. Today, The File Allocation Table (FAT)  file 
widely used in embedded storage devices such as MMC [2]/ SD [3] Micro SD cards, NOR, NAND flash 
memories [4], USB (Universal Serial Bus) pen drives and many more. The MMC/SD storage cards, USB pen 
drives are categorised as “Removable storage devices”. Even though FAT file system does not define flash 
management techniques such as wear-levelling and Bad Block management, the embedded storage devices 
implements this file system along with the dedicated Flash Translation Layer (FTL) [5]. In FAT file system, the 
file or directory is the linked list of the clusters. A cluster is a group of sequential blocks or sectors of storage 
device. The File Allocation Table contains the linked list of clusters of files/directories. As per Specification, the 
maximum storage size supported by FAT32 file system is 32 GB (Giga Bytes). But, theoretically, FAT file 
system can support up to 16 TB (Tera Bytes) of storage device with 128 sectors per cluster and 512 bytes of 
sector size. The FAT file system was the only file system used during Disk Operating System (DOS), windows 
95/98 operating systems. Later, Microsoft introduced the NTFS (New Technology File System) [6] [7] in the 
Windows NT operating system to support higher storage size. Due to write buffering/caching mechanism in 
NTFS causes the file system corruption when the flash devices are used as removable storage devices with the 
desktop PCs or with any other embedded device. The NTFS has the security features which are desktop user 
specific and optional for the embedded storage devices. The write caching mechanism of NTFS file system 
causes the data corruption when the removable storage devices such as MMC/SD, USB pen-drives are 
unplugged abruptly. Due this Microsoft introduced the new file system Extended FAT (ExFAT) [8] [9] file 
system for the flash devices. The ExFAT file system overcomes the storage size limitation of FAT32 file system 
by addressing the storage size up to 128 PB (Peta Bytes). The ExFAT file system simplifies the user attributes of 
the files and directories to ease the usage with flash storage devices. The ExFAT does not use the write cache 
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mechanism for the removable storage devices. The FAT and ExFAT file systems are not power fail safe. This 
means, if the uncontrolled power loss or device removal during file system write/update operation, then it causes 
incomplete updates to file system meta data. Such update makes file system data is unreliable and enforces the 
file system user to format the storage devices and hence losses all previously stored valid user data in the storage 
device.  The FAT file system operation except the read operation involves following operations  

1. The Meta data update involves  
a) Updating the 32 byte directory entry [1] of file/directory and  
b) Updating the File Allocation Table. 

2. The User data update involves the updating the data clusters of the file. 
 

 
 

Cluster N 

Fig.1. Organisation of file KMG.TXT in FAT32 files system 

BPB 

 
 

FAT1 

Cluster 0x2 

Cluster 0x3 

Cluster 0x4 

Cluster 0x5 

Cluster 0x6 

Cluster 0x7 

Cluster 0x8 

 
… 
… 

0xFFFFFFFF 0x2 

0x00000004 0x3 

0x00000005 0x4 

0x00000006 0x5 

0xFFFFFFFF 0x6 

0x00000000 0x7 

0x00000000 0x8 

 
… 

0x00000000 N 

Value Index 

BPB – BIOS (Basic Input Output System) Parameter Block 
also called as “Boot Sector” 

Content of FAT1 
 
The value 0xFFFFFFFF indicates 
the last cluster of cluster chain 
Cluster 2 is last cluster of root 
directory 
Cluster 6 is the last cluster of file 
 
The value 0x00000000 free 
cluster 
Cluster 7, 8 and N are free 
clusters. 
 
The index 3 containing value 4 
shows that after the cluster 3, 
cluster 4 is next cluster in the 
cluster chain of file KMG.TXT 
 

 
 

FAT1 

 
 
 
 
 

Content of Cluster 2 of 
Root directory 

KMG.TXT     0x3       

32 Byte Directory Entry of 
KMG.TXT 

 
Contains  
• The file name  
• Starting cluster number 0x3  
• Attributes of the file 
• File size 
• Date and time of creation 
• Date and time of last write 

Clusters 3, 4, 5, and 6 contains the 
user data of the file KMG.TXT 
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Figure 1 shows the example file in FAT32 file system. The file named KMG.TXT exists in the root 

directory with the clusters numbered 3, 4, 5, and 6 allocated. The File Allocation Table show the linked list of 
the cluster allocated to the file. The cluster 2 of the root directory contains the 32 byte directory entry of the file. 
Whenever the file update such as writing a new data, updating the existing data or truncating the file is 
performed, the 32 byte directory is updated with last accessed time and new file size. While allocating or 
removing the clusters from the file, the status of the cluster is updated in FAT.  If there is an uncontrolled power 
loss or abrupt storage device removal from computer/embedded system during cluster status (FAT entry) update 
in File Allocation Table or during update of 32 byte directory entry , then  it causes the file system corruption 
and hence it cause unreliability of the existing data of the file system. In the example shown in Figure 1, if there 
is uncontrolled power loss while updating the FAT or 32 byte directory entry of KMG.TXT in the cluster 2, then 
it corrupts the file system. During user data write to the clusters of the file, if there is uncontrolled power loss or 
sudden storage device removal then it cause the corruption of the file data and user loses the content of the file. 
The uncontrolled power loss or sudden device removal from the computer/embedded system during a meta data 
update cause corruption of entire file system which is much more serious problem than losing content of a file. 
In the example shown in Figure 1, if there is uncontrolled power loss while writing data to the clusters 3, 4, 5 
and 6 then it cause the unreliability of the data of the file KMG.TXT. 

   This paper implements the file system TI-LFAT (Texas Instruments Log Structured FAT file system) [10]. 
The TI-LFAT is the extension of FAT file system with power fail safe feature. The Logging/journaling, 
committing and crash recovery algorithms of TI-LFAT were first proposed and published in Embedded Linux 
Conference (ELC), San Francisco, California, United States of America, 2011. Along with TI-LFAT file system, 
this paper defines and implements another new file system TI-LExFAT (Texas Instruments Extended Log 
structured FAT file system). The TI-LExFAT is the extension of ExFAT with power fail safe feature. This paper 
defines common logging, committing and crash recovery algorithms for both TI-LFAT and TI-LExFAT. This 
paper compares the design aspects of the TI-LFAT and TI-LExFAT file systems with existing power fail safe 
FAT and ExFAT file systems. The implementation of the TI-LFAT and TI-LExFAT maintains the backward 
compatibility with FAT and ExFAT file system specifications and implementations. This means the 
file/directories created any of TI-LFAT and TI-LExFAT file systems are accessible for read and write 
operations in FAT and ExFAT file system implementations respectively. 

II. RELATED WORK 
The concept of Logging/Journaling the Meta data and user data of the file system is not a new idea. The LFS 

[11] [12] was introduced in 1990s uses the Log structures to log the UNIX file system update operations and file 
system is modified during commit operation. Later, the journaling mechanism was introduced in ext2 [13] file 
system with some more improvements and referred as ext3[14] file system in Linux operating system version 
2.4 and later versions. The later versions of Linux 2.6 kernels included the Ext4 [15] file system which 
addresses the larger storage devices. Since journaling feature requires additional block/sector writes to storage 
device and it reduces the file system performance, the Ext4 file system has the flexibility to enable and disable 
the journaling feature. The new Btrfs [16] file system is gaining popularity among Linux file systems. The Btrfs 
file system provides journaling, easy repair and administration features.   The Ext series file systems and Btrfs 
file systems are used in hard-drives and can be used in MMC/SD cards and USB pen drives, but these file 
systems are not applicable for raw NAND/NOR flash memories because flash memory specific wear-levelling 
and garbage collection algorithms are not defined. The LFS was found suitable for flash memories because flash 
memories used with embedded devices which are depended on batteries for power and flash memory based 
storage devices such as MMC/SD, USB pen drive etc. are used as “removable storage device” in computer 
system or embedded systems. Hence, a variant of LFS called JFFS (Journaling flash file system) was designed 
for raw NOR flash memories with the performance optimizations. Later The JFFS v2.0 [17] was released with 
NAND flash memory support. Since JFFS file system has the longer mount time (initialization time), to avoid 
this LogFS (Log structured and scalable file system) [18] was introduced. LogFS stores the inode tree of file 
system on the drive; JFFS2 does not, which requires it to scan the entire drive at mount and cache the entire tree 
in RAM (Random Access Memory)/ Main memory. For larger drives, this scan can take tens of seconds and the 
tree can take a significant amount of main memory. LogFS avoids these penalties, but it does do more work 
while the system is running and uses some of the storage space for holding the inode tree. In 2007, Nokia 
introduced the new file system called UBIFS (Unsorted Block Image File System) [19]. The UBIFS is also a 
successor of JFFS2 and a competitor to LogFS. Like LogFS, the UBIFS file system also improves the mounting 
and write speeds. But the UBIFS file system is applicable only for raw NAND flash memories and not 
applicable for MMC/SD cards. The UBIFS allows the on the fly compression algorithm while writing data to 
flash. The YAFFS (Yet Another Flash File System) [20] is another log structured flash file system with higher 
data integrity and performance for NAND flash memories. Recently the Samsung has introduced a new file 
system called F2FS (Flash Friendly File System) [21]. The F2FS file system is also a log structured file system 
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taking in to account the characteristics of both raw NAND flash devices and MMC/SD storage and USB pen 
drives.  

Due to Multiple OS support of FAT File system, there are several variants of FAT file system with power fail 
safe feature are developed. The KFAT[22], Robust File System (RFS) [23], Transaction File system (TFS) 
version 4[24], Device and Method for Data Recovery in file system[25], File system for avoiding loss of 
data[26], Journaling FAT [27] , HFAT[28] file systems are the variants of the FAT file system. These file 
system achieves the power fail safe file system update/write operations by logging the file system meta data to 
be updated and optionally logs the file system user data too. Each of these file systems differs in the location of 
journal or log records are placed in the storage device. The KFAT, RFS and TFS4 file systems are developed by 
Samsung. These file systems maintains the file system updates in log file. The TFS4 uses KFAT file system for 
logging and crash recovery and it provides File system abstraction layer for the applications. The RFS file 
system is optimal for OneNAND flash memories. The log file of these file systems are visible to user of file 
system. In case abrupt power failures, the recovering the file system data during next system boot using Non 
Volatile Memory is defined in Device and Method for Data Recovery in file system [25]. In this method, the 
recovery information is not in form of file and it not part of the file system. Hence, this method is not suitable 
for removable storage devices. The “reserved sectors” of FAT file system are used to store the file system log is 
defined in File system for avoiding loss of data [26]. In this method, the file system updates are first logged / 
written in to the reserved sectors of FAT file system and then it is updated with file system. In this method, the 
file system logs are not stored in the form of file and logging information is hidden from the file system user and 
it avoids accidental updates of the log. The number of reserved sectors to store the file system log needs to be 
determined during file system format operation. To create the reserved sectors of FAT file system, User of the 
file system need to format the storage devices and it erases all data of the file system. Journaling FAT file 
system stores the file system log in separate partition of the storage device. In this method also, the file system 
logs are not stored in the form of file and logging information is hidden from the file system user and it avoids 
accidental updates of the log. But, this approach also requires format operation to create the multiple partitions 
with at least one partition dedicatedly used for file system logging and recovery.  This method not applicable if 
there is no non-file system partition in the storage device.  The HFAT file system is the extension of the TI-
LFAT file system. The TI-LFAT uses the reserved clusters [29] of the FAT file system to store the logging 
information of the file system updates.  The advantages of using reserved clusters store the file system log is the 
logging information is not in the form of file and hence it is hidden from user. The reserved clusters can be 
created in already formatted file system containing file/directories. Whereas, create the “reserved sectors” in 
FAT file system requires file system format operation which not required to create the “reserved clusters” in 
FAT file system.  If the journaling/logging is not required for FAT File system, the reserved clusters can be 
converted as free clusters which can used to store the file/directory data.  The TI-LFAT file system reserves the 
required and limited number clusters to log the file system meta data updates. If the is no free space in the 
reserved clusters to store the log, then free space is created by committing the logs to file system. In HFAT file 
system, if the is no space in the reserved clusters to store the log, then additional space is created by making any 
available free cluster as reserved cluster to use for the logging of file system operation. Hence, the in HFAT file 
system the reserved cluster area dynamically expands as the number of uncommitted logs increases. The TFAT 
[30] is the extension of FAT file system and TexFAT [31] file system the extension of ExFAT file system.  The 
TFAT and TexFAT file systems are available in Microsoft’s Windows CE 6.0 and later versions windows 
embedded operating systems. The TFAT and TexFAT file systems provides the power fail safe feature. The 
TFAT File system does not maintains any log information of the file system operation; instead FAT2 is updated 
first with the requested file system operation. Upon Successful completion of transaction, the FAT2 is copies to 
FAT1. If the power-failure occurs while updating FAT2, then the contents of FAT2 are completely ignored and 
FAT1 is copied to FAT2, thus consistency of the File system is maintained. But, the TFAT is very slow in 
performance and it also has limitation that any write operation performed on the root directory of FAT12/16 is 
not transaction safe. The TexFAT file system uses transactions safe cluster allocation strategies of the TFAT and 
hence it has lower file system performance. The KFAT, RFS, TFS4, Device and Method for Data Recovery in 
file system [25], File system for avoiding loss of data[26], Journaling FAT does not define the log structures and 
algorithms  for file system logging, committing and crash recovery.  The KFAT file system states that it logs 
both 32 byte directory entry updates and FAT updates. This reduces the file system performance. The KFAT file 
system claims that average file write performance reduction is 12%. The FATTY [32] file system proposes 
prototype of Delayed Sequential Write (DSW) of file system updates instead of logging operation.  But, FATTY 
file system does not claim the full support of reliability of FAT file system.  All these power fail safe FAT file 
systems are backward compatible with conventional FAT file system. This paper details the complete design of 
TI-LFAT and TI-ExFAT file systems. This paper also records the performance benchmarking of 
implementations of TI-LFAT, TI-LExFAT in comparison with FAT and ExFAT file systems respectively. 
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III. TI-LFAT: TEXAS INSTRUMENTS LOG STRUCTURED FAT FILE SYSTEM  
 

 
The TI-LFAT file system defines the “Logging” and “Commit” operations follows 

• Logging 

The TI-LFAT logs the 32 bytes directory entry updates and same are the stored in the form of “Log Records” 
in the “Log Table”. The Log Table can be placed in a normal file in root directory of the FAT file system which 
is same as KFAT, RFS and TFS4 file systems. The Log Table can be placed in the “reserved sectors” which is 
same as technique discussed in File system for avoiding loss of data [26].  The TI-LFAT file system stores the 
“Log Table” in reserved clusters [29].  To create the Log Table, the File Allocation Table is search for 
contiguous required number of free clusters and these free clusters are marked as reserved clusters.  

Committing 

BPB 

 
 

Reserved FAT 
 

(FAT1 marked 
as “Reserved 

Sectors”) 
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… 
… 
… 
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Cluster M+1 

Cluster N 

 
… 
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0xFFFFFFF6 0x2 

0xFFFFFFF6 0x3 

0xFFFFFFF6 0x4 

…. 
…. 
…. 

 

 

0xFFFFFFF6 M 

0x00000000 M+1 

 
… 

0x00000000 N 

Value Index 

BPB – BIOS (Basic Input Output System) Parameter Block 
also called as “Boot Sector” 

Content of FAT1 
The cluster 2, 3, 4, 5 and 
6 are marked as reserved. 

 
 

FAT1 
 

(FAT2 is 
marked as 

FAT1) 

Log 
Table 

Fig.2. Organisation TI-LFAT File System 

Logging 

Data Clusters to store 
file/directory data 
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The TI-LFAT does not log the “FAT Updates” instead FAT1 is converted as “Reserved sectors” and FAT 
updates are first written into these reserved sectors and the updated sectors of the reserved sectors are copied to 
File Allocation Table during “commit operation”.  The area of reserved sectors used as FAT is called “Reserved 
FAT”. This technique is similar to TFAT file system. During file system format, the sectors occupied by 
FAT1are marked as reserved sectors and FAT2 is used as FAT1. If the file system is already containing valid 
data and format operation not desirable then during file system initialisation or mount operation  the FAT1 
sectors are add to the reserved sector count as described in the method Dynamic reduction of File Allocation 
Tables [33]. If there is an uncontrolled power loss or abrupt device removal during logging, then such file 
system operations are discarded. If log records are written in to Log table and while committing if there sudden 
power loss or abrupt device removal from computer/embedded system, then during reboot of the system or 
during mounting of the file system, the log records are committed to the file system. 
 

• Committing  

During file create, close, rename, and delete operations, the “Log records” containing the 32 byte directory 
entry updates are processed and the updates are made the file system. After committing a log record to the file 
system, the log record is marked as “committed”.  The updated sectors of the “Reserved Fat”, containing the 
FAT updates are written in to the File Allocation Table.  During every boot and file system initialization and 
mount operation, the Log records are parsed and if there are any uncommitted log records then operation 
specified by such log records are performed to the file system and same log records are marked as “committed”. 

Figure 2 shows the organisation of TI-LFAT file system with N data clusters. As an example, Note that 
clusters 2 to M  (M < N) are marked as reserved clusters in which “Log Table” is placed; The TI-LFAT uses 
only one File Allocation Table. The Update of FAT is first written to “Reserved FAT” and then it is committed 
to FAT1.  Figure 3 shows the logical organisation of “Log Table”. Table I shows the structure of the “Log 
Record”. Each Log Record is of 32 bytes size and it similar to 32 byte directory entry. A single file system 
operation requires a single or multiple log records. The file system operation such as file/directory creation with 
SFN (Short File Name) [1], file write, file/directory delete and file truncation requires one log record. The File 
system operations such as file/directory creation with LFN (Long File Name) [1], file rename requires multiple 
log records.   Table II shows the log record with LFN. Since, FAT file system supports maximum of 256 
characters of LFN, maximum of 16 LFN Log records per file system operation is permitted in Log Table.  
Figure 4 depicts the combined flow chart of the Logging and committing operations.  The DIR_LogType of Log 
Record is reset to 0 to indicate that the log record is committed.  
 

 
 

Log Record 1 

Log Record 2 

Log Record 3 

Log Record 4 

 
…. 
…. 
…. 

Log Record K 

Fig. 3. Content of Log Table 

Single file system operation by 
single log record 

Single file system operation by 
multiple log records 
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Name Offset Size 
in 

Bytes 

Description 

DIR_LogType 0 1 Type of the File system Operation 
Value File system Operation 

1 File/Directory Create 
2 File Write 
3 File Truncate 
4 File/Directory Delete 
5 File/Directory Rename 
6 Contiguous cluster chain allocated 
7 File system operation of previous Log Record;  

“Sub Log Record” and it is part of multiple log record to perform 
single file system operation. 

0 Log Record is committed 
DIR_LFNCount 1 1 Long File Name (LFN) Entries Count  
DIR_Name 2 11 Short File Name 
DIR_Attr 13 1 File/Directory Attributes  
DIR_DIndex 14 2 Index in the DIR_Dcluster; This index points to 32 bytes directory Entry 
DIR_DCluster 16 4 Parent directory Cluster; The cluster in which this 32 bytes directory entry 

exists or to be created 
DIR_FCluster / 
DIR_LCluster 

20 4 This value can contain the either first cluster or last cluster of the 
file/directory based on the DIR_LogType operation. 
DIR_LogType Description 
File Write Last Cluster of the 32 byte Directory Entry; 

DIR_LCluster is the last cluster of the cluster chain of the 
file before the write operation. 

File/Directory 
Create 

First Cluster of the 32 byte Directory Entry ; 
DIR_FCluster is the First Cluster of the 32 byte Directory 
Entry ; File Truncate 

File/Directory 
Delete 
File/Directory 
Rename 

DIR_Cluster 24 4 This cluster is interpreted based on the following DIR_LogType operations. 
DIR_LogType Description 
File Write Starting cluster in “Reserved FAT” of the cluster chain 

need to be appended to the file of this 32 byte directory 
entry. Starting from this cluster the cluster chain need to 
be copied to FAT1. 

File Truncate Starting cluster of which the truncation should start 
File/Directory 
Delete 

The cluster value prior to DIR_Dcluster 
The index value in the FAT which contains 
DIR_DCluster. File/Directory 

Rename 
DIR_FileSize 28 4 File size in Bytes 
 
 
 
 
 
 
 
 
 
 

TABLE I 
 Structure of 32 Bytes Log Record of TI-LFAT File System 
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DIR_LogType DIR_LFNCount DIR_Name ….. DIR_FileSize 
1st 32 Bytes of Unicode LFN (16 Unicode Characters) 
2nd  32 Bytes of Unicode LFN (16 Unicode Characters) 

 
------ 
------ 

Nth  32 Bytes of Unicode LFN (16 Unicode Characters) 
 

 

A. File/Directory Creation 

Figure 5 shows the steps involved in the File/Directory creation with logging and committing operations. 
Note that, the FAT entry updates are required if there is directory creation. The Log records with file/directory 
name and allocated starting cluster number for directory are created and appended to the Log Table. The same 
log records are retrieved from Log Table and 32 bytes directory entries are created from the log records. These 
32 bytes directory entries are written in to parent directory cluster. Here, parent directory means directory/folder 

File System API (Application Programming Interface) 

Free Cluster Search in Reserved 
FAT 

File Data Write in data clusters 

FAT entries Update 

Append Log Record to Log Table 

Logging 

Read the Log Records 

Write the “32 Bytes Directory Entries 
Update” in data Clusters 

Update FAT1 

Mark the Log Record as 
Committed 

Committing 

Reserved FAT 

 
 
 
 
 
 
 
 

Log Table 

Log Record 

Log Record 

Log Record 

Fig.4. Flowchart of Logging and Committing 

TABLE II 
 Structure of Log Record with LFN in TI-LFAT File System 
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in which file/directory needs to be created. If the parent directory does not has enough free space to write the 32 
bytes directory entries of the file/directory, then new cluster is allocated and appended to cluster chain of the 
parent directory. Allocating the new cluster to directory is referred as “Directory Update” operation. This 
Directory Update operation also requires logging and committing operations. 

 

File/Directory Create 

Get the Parent Directory Cluster 

Does parent 
Directory 

require a new 
cluster?

Is 
directory 
Creation? 

Free cluster Search in “Reserved FAT” 

Data cluster Allocation in “Reserved FAT” 

Append the Log Record to Log Table 

Read Log Records from Log Table 

Copy the modified sectors of the “Reserved 
FAT” to FAT1 

Create the 32 Bytes Directory Entry from 
Log Record 

Write the 32 Bytes Directory Entry to the Parent directory Cluster  
Mark the log record as committed

Create and Commit a 
Log Record for parent 

“Directory Update” 

Yes 

No 

Create a Log records for file/directory to be 
created 

Logging 

Committing 

Fig.5. Flow chart of File/Directory Creation with Logging and committing 

Yes 

No 

Keshava Munegowda et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 4 Aug-Sep 2014 1716



B. Directory Update 

While a creating a file in a directory, if there is no sufficient space to create the 32 bytes directory entries of 
the file, then new cluster need to be appended to the cluster chain of the directory.  The FAT entries update is 
involved in the operation and hence it requires logging and committing. The Log record with the DIR_LogType 
specified as “File Write”, the Attribute indicating the “Directory” with the new cluster is appended to the Log 
Table.  The cluster number is retrieved from the log record and appended to the cluster chain of the directory as 
part of commit operation. Figure 6 shows the flowchart of adding a new cluster to a directory with logging and 
commit operation. 
 

 
 
 
 

File/Directory Create 

Get the Parent Directory Cluster 

Does parent 
Directory require a 

new cluster?

Free cluster Search in “Reserved FAT” 

Data cluster Allocation in “Reserved FAT” 

Append the Log Record to Log Table 

Read Log Records from Log Table 

Copy the modified sectors of the “Reserved 
FAT” to FAT1 

Create the 32 Bytes Directory Entry from 
Log Record 

Write the 32 Bytes Directory Entry to the 
Parent directory Cluster 

Yes 

Create a Log records for file/directory to be created 

Logging 

Committing 

Fig.6. Flow chart of Directory Update with Logging and Committing 

End 

No 
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C. File / Directory Delete 

The Algorithm for File/Directory Delete operation with logging and committing is as follows. 
1) Create the Log record with DIR_LogType = File/Directory Delete 
2) Get the first cluster of the cluster chain of the directory 
3) Traverse the cluster chain and get all clusters of cluster chain of directory 
4) If  Deletion operation is on directory then 

a. Starting from last cluster, read the32 bytes directory entries of file/directory of the directory to 
be deleted. 

b. For each file or directory repeat this algorithm from step 2. 
5) Else 

a. Free the clusters from last cluster to first cluster of cluster chain (reverse order) instead from 
first cluster to last cluster in Reserved FAT and FAT 

6) Mark the log record as  “committed” 
This algorithm ensures that there are no orphan clusters if an uncontrolled power loss occurs while freeing the 
cluster chain in FAT during File/Directory deletion. In the example shown in figure 7 the clusters are free from 
cluster number 27 and 3 instead of 3 to cluster number 27. 
  

 

D. File Truncate 

The File truncation is similar to File deletion operation. In case of file truncation, the log record with the 
DIR_LogType = truncate and DIR_Cluster is starting cluster which the truncation should begin.  Starting from 
the last cluster, of the cluster chain of the file, to DIR_Cluster, the clusters freed in the reverse order. In the 
example, show in figure 8, the cluster 7 is the starting cluster from which the file deletion algorithm is applied to 
delete the clusters. 
 

KMG.TXT  3 

Cluster 3 

Cluster 7 

Cluster 9 

Cluster 18 

Cluster 27 

EOF 

Fig. 7. Cluster chain deletion in reverse order during file/directory deletion 
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E. File/Directory Rename 

In case of file file/directory rename operation, minimum 2 log records are required. The first log record with 
DIR_LogType = Rename is created and it specifies the 32 bytes directory entry of the source file/directory. The 
second log record with DIR_LogType = “Sub log record” is created and specified the 32 bytes directory entry of 
the destination file/directory. If destination file/directory name if the LFN, the LFN log records are appended to 
the Log Table following the 2nd Log record. During the commit operation, 32 bytes directory entry of the  
file/directory specified in the 1st log record is marked as deleted and the new file/directory with name specified 
in 2nd log record and LFN log records is created in the at the DIR_DIndex of DIR_DCluster specified in the 2nd 
log record. The DIR_Fcluster specifies the cluster chain of the destination file/directory. Once the destination 
file/directory created, all the log records are marked committed by resetting the value of DIR_LogType all log 
records to 0.  Table III shows the multi log structure for file/directory rename operation with LFNs. 
 
 
 
DIR_LogType = Rename DIR_LFNCount Source 

file/directory name 
….. DIR_FileSize 

DIR_LogType = Sub Log 
Record 

DIR_LFNCount 
= N 

Destination 
file/directory name 

….. DIR_FileSize 

1st 32 Bytes of Unicode LFN (16 Unicode Characters) 
 

Nth  32 Bytes of Unicode LFN (16 Unicode Characters) 
 
 
 

F. File Write and Close 

During file write operation new data of the file will be copied to newly allocated data clusters. The allocation 
of data clusters is first performed in the reserved FAT area as shown in figure 9. The DIR_LCluster and 
DIR_FCluster values are determined during the write operation. If there is power failure during the write 
operation, no file system update operation is performed in the next reboot and hence no changes are made to file. 

KMG.TXT  3 

Cluster 3 

Cluster 7 

Cluster 9 

Cluster 18 

Cluster 27 

EOF 
Fig. 8. Cluster chain deletion in reverse order during file truncation 

32 Bytes 

TABLE III 
 Multi log structures for file/directory rename operation with LFNs 
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During file close operation the log record with the DIR_LCluster and DIR_FCluster values and it is appended to 
the Log Table. The same log record is committed to the file system by copying the updated sectors of the 
Reserved FAT to FAT1 and updating the 32 bytes directory entry of the file as shown in figure 10. If there is 
power failure before appending the log record to the Log Table then no changes are made to the file. If there is a 
power failure after appending the log record, then in the next reboot, the log record is extracted and committed 
to the file system. 

 
 

IV. TI-LEXFAT: TEXAS INSTRUMENTS LOG STRUCTURED EXFAT FILE SYSTEM  
The structure ExFAT file system is similar to FAT file system, this file system is optimized for flash storage 

devices. Mainly, the ExFAT file system is differs with FAT file system as follows 
1) Uses only single FAT (File Allocation Table) by default to improve the file system performance and life 

of the flash by reducing the meta data of the file system. 
2) Cluster Heap [9] is used to optimize the free cluster search and allocation of clusters in case of contiguous 

clusters are available to allocate to a file.  The file directory entry [9], stream extension directory entry [8] 
and file name directory entries [9] are used to represent the file/directory name, attributes, size, 
creation/update time and starting cluster of the file/directory. The FAT file system uses 32 bytes directory 
entry and LFN entries are used to represent the file/directory Meta data.  The file directory entry, stream 
extension directory entry and file name directory entry are 32 bytes each. The size of the file/directory is 
stored by the field “data length” of the stream extension directory entry. This data length field is of 8 
bytes whereas size field of 32 bytes directory entry of FAT file system is of 4 bytes. Hence, ExFAT file 
system supports higher file size than FAT file system. 

File Write 

Free Cluster Search in Reserved FAT 

Allocate Data clusters in Reserved FAT 

Fig. 9. File Write operation with FAT updates in Reserved FAT in TI-LFAT file system 

Fd = Integer descriptor of the file to be updated 

Is DIR_LCluster 
for this “Fd” is 

set?

DIR_LCluster = Last 
cluster of the this “Fd” 

Is DIR_FCluster 
for this “Fd” is 

set?

DIR_FCluster = First 
cluster of the this “Fd” 

allocated in Reserved FAT 

End 

FAT updates 

No 

Yes 

Yes 

No 
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3) The ExFAT file system supports the higher cluster size than FAT file system. 
4) The ExFAT file system does not support SFN (Short File Names). The file name directory entry always 

stores the Unicode file/directory name. 
 The TI-LExFAT uses the same logging and committing techniques of TI-LFAT to support the power fail 

safe feature to ExFAT file system.  Since, The ExFAT file system supports only one FAT instance, the 
“Reserved FAT” is placed as hidden file in root directory.  The contiguous clusters are allocated the file 
containing “Reserved FAT”. The Number of clusters required for the Reserved FAT is calculated using the 
“FatLength” [8] and “SectorsPerClusterShift” [8] values defined in the boot sector of the ExFAT file system. 
The simple calculation is as follows. 







≡≡

2
"Re"

lusterShitSectorPerC

FATlength
KservedFATustersofNumberofCl  

 

 
The ExFAT file system does not support the reserved clusters (status value 0xFFFFFFF6 in FAT), hence the 

TI-LExFAT file system can use hidden clusters by marking them as Bad clusters (status value 0xFFFFFFF7 in 
FAT) to store the Log Table. The Log table can also be placed as a hidden file in the root directory. The 
implementation of this paper, stores the Log table in as file in root directory.  The Figure 11 shows the 
organization of TI-LExFAT file system with Reserved FAT is stored in the file RESERVE-FAT.LOG and the 
TI-LxFAT.LOG file contains the Log Table.  Typically, the number of clusters allocated to the Log Table is less 
than the number of clusters allocated to the Reserved FAT. The ExFAT file system does not support SFN. The 

File Close 

Create the single Log Record with DIR_LogType= “File Write”.  
This log record contains DIR_LCluster and DIR_FCluster of this “Fd”. 

The DIR_LCluster and DIR_FCluster values were calculated in “File Write” 
operation of this “Fd” 

Append the Log Record to Log Table 

Fig. 10. File Close operation with 32 Bytes Directory Entry Logging and Committing in TI-LFAT file system 

Fd = Integer descriptor of the file to be closed 

Logging 

Read the Log Record from the Log Table 

Calculate the updated sectors values of “Reserved FAT” based on 
traversal of cluster chain starting cluster “DIR_FCluster” of this “Fd” 

Copy the updated sectors of “Reserved FAT” to FAT1 

Update the size of the file, last access time of the 32 bytes 
directory entry of the file 

Mark the Log Record as Committed 

Committing 
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size of file attribute is 2 bytes and file size is represented by 8 bytes.  Hence, the TI-LExFAT file system 
modifies the log record structure of TI-LFAT as shown in Table IV.  

 

 
 

Note that, the DIR_Hash field is used instead of SFN of the file/directory name. The DIR_Hash value contains 
the hash [8] value of file/directory name to be updated. While creating a file/directory this field contains the 
value 0. In TI-LExFAT file system, the file system operations such as file write, truncation and file/directory 
delete operations requires single log record whereas the file/directory create and rename operations requires 
multiple log records. During file /directory creation/rename operations the log records containing the Unicode 
file names are followed by mina log record with the DIR_LogType = “File/Directory Create” and main log 
record contains the DIR_Hash value instead of SFN. The TI-LExFAT files system uses the logging and 
committing operations of TI-LFAT file system to make the file system update operation as power fail safe.  The 

Committing 

BPB 

 
 

FAT 

Cluster 0x2 

Cluster 0x3 

Cluster 0x4 

… 
… 

Cluster M 

Cluster M+A+K+1 

Cluster N 

… 
… 

 

BPB – BIOS (Basic Input Output System) 
Parameter Block also called as “Boot Sector” 

Log Table 

Fig.11. Organisation TI-LExFAT File System 

Cluster M+1 

Cluster M+2 

… 
… 

Cluster M+A 

Cluster M+A+1 

Cluster M+A+2 

… 
… 

Cluster M+A+K 

 
 
 
 
 
 
 

Content of Root directory (cluster 2) 

Cluster Heap   0x2 

TI-LExFAT.LOG  0xM 

RESERVE-FAT.LOG 0xM+A+1 

Reserved FAT 

Logging 
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Logging and committing algorithms of the file/directory create, delete, rename, file truncation operations of TI-
LFAT file system are applicable to TI-ExFAT file system. One additional activity in TI-LExFAT file system is 
during commit operation whenever the cluster status is copied from “Reserved FAT” to “FAT”, the cluster 
status is updated in the “Cluster Heap” also. 

 
 
 
 

Name Offset Size 
in 

Bytes 

Description 

DIR_LogType 0 1 Type of the File system Operation 
Value File system Operation 

1 File/Directory Create 
2 File Write 
3 File Truncate 
4 File/Directory Delete 
5 File/Directory Rename 
6 Contiguous cluster chain allocated 
7 File system operation of previous Log Record;  

“Sub Log Record” and it is part of multiple log record to perform 
single file system operation. 

0 Log Record is committed 
DIR_LFNCount 1 1 Length of Unicode file name  
DIR_Hash 2 2 Hash of the file name ; contains value 0 in case of file/directory creation 

operation 
DIR_Reserv 4 4 Reserved 
DIR_Attr 8 2 File/Directory Attributes  
DIR_DIndex 10 2 Index in the DIR_Dcluster; This index points to 32 bytes file directory 

Entry 
DIR_DCluster 12 4 Parent directory Cluster; The cluster in which this 32 bytes directory entry 

exists or to be created 
DIR_FCluster / 
DIR_LCluster 

16 4 This value can contain the either first cluster or last cluster of the 
file/directory based on the DIR_LogType operation. 
DIR_LogType Description 
File Write Last Cluster of the stream extension Directory Entry; 

DIR_LCluster is the last cluster of the cluster chain of the 
file before the write operation. 

File/Directory 
Create 

First Cluster of the Stream extension Directory Entry ; 
DIR_FCluster is the First Cluster of the 32 byte Directory 
Entry; File Truncate 

File/Directory 
Delete 
File/Directory 
Rename 

DIR_Cluster 20 4 This cluster is interpreted based on the following DIR_LogType operations. 
DIR_LogType Description 
File Write Starting cluster in “Reserved FAT” of the cluster chain 

need to be appended to the file of this 32 byte directory 
entry. Starting from this cluster the cluster chain need to 
be copied to FAT1. 

File Truncate Starting cluster of which the truncation should start 
File/Directory 
Delete 

The cluster value prior to DIR_Dcluster 
The index value in the FAT which contains 
DIR_DCluster. File/Directory 

Rename 
DIR_FileSize 24 8 File size in Bytes 

 
 

TABLE IV 
 Structure of 32 Bytes Log Record of TI-LExFAT File System 
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A. File Write and Close in TI-LExFAT File System 

During file write operation, In TI-LFAT file system performs the free cluster search and allocation of clusters 
is performed in “Reserved FAT” as shown in figure 9. The TI-LExFAT file system maintains the copy of 
Cluster Heap in the main memory for performance optimization. In TI-LExFAT file system, the free cluster 
search is always performed in the Cluster Heap, if the free clusters are in contiguous with previous allocated 
clusters of the file, then “FAT update” are not performed in Reserved FAT area as show in figure 12. The 
DIR_LCluster and DIR_FCluster values are determined during the write operation. If there is power failure 
during the write operation, no file system update operation is performed in the next reboot and hence no changes 
are made to file. During file close operation the log record with the DIR_LCluster and DIR_FCluster values and 
it is appended to the Log Table. While committing the log record, the cluster allocated to a file are contiguous 
starting from the cluster DIR_FCluster value then cluster allocation status is indicated only in Cluster Heap. If 
the free clusters are not in contiguous with previously allocated clusters of the file, the cluster status is indicated 
both in the Cluster Heap and Reserved FAT as show in figure 13. 

 

 

File Write 

Free Cluster Search in Cluster Heap of Main Memory  

Allocate Data clusters in 
Reserved FAT 

Fig. 12. File Write operation with FAT updates in Reserved FAT in TI-LExFAT file system 

Fd = Integer descriptor of the file to be updated

Is DIR_LCluster 
for this “Fd” is 

set?

DIR_LCluster = Last 
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for this “Fd” is 
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this “Fd” allocated in Reserved FAT 

End 
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No 
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V. EXPERIMENTAL RESULTS 
The Logging and Committing operations for file write operation of TI-LFAT is implemented by modifying the 
existing FAT file system code of Linux kernel version 3.5.7 used in the Ubuntu operating system version 12.04. 
The Logging and committing operations for file write operation of TI-LExFAT is implemented by modifying 
the existing FUSE [34] based ExFAT file system code [35]. The Fuse based ExFAT file system is first modified 
as Linux kernel module and then same is extended to support the logging and committing operations of file 
write operation. The Performance Benchmarking of multiple file write operations are conducted on Dell laptop 
named Inspiron 5520 containing 4 Intel core i5 processors of 2.5 GHz speed and 4GB of RAM. The file system 

File Close 

Create the single Log Record with DIR_LogType= “File Write”.  
This log record contains DIR_LCluster and DIR_FCluster of this “Fd”. 
The DIR_LCluster and DIR_FCluster values were calculated in “File 

Write” operation of this “Fd” 

Append the Log Record to Log Table 

Fig. 13. File Close operation with log record creation and Committing in TI-LExFAT file system 

Fd = Integer descriptor of the file to be closed 

Logging 

Read the Log Record from the Log Table 

Calculate the updated sectors values of “Reserved FAT” based on 
traversal of cluster chain starting cluster “DIR_FCluster” of this “Fd” 

Mark the status of allocated clusters as 
allocated in “Cluster Heap” 

Update the size of the file, last access time of the file directory entry 
and Stream directory of the file 

Mark the Log Record as Committed

Committing 
Copy the updated sectors of 
“Reserved FAT” to FAT1 

Are the allocated clusters 
from first cluster of file 

are contiguous? 

Yes 

No 
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benchmarking tool IOzone version 3.3 [36] [37] is used for the performance measurements. The IOzone 
software uses the record size of 4MB (Mega Bytes) for file read and writes operations. File sizes used for the 
performance benchmarking are 32MB to 512 MB. The SanDisk 64GB SD card is used for the performance 
benchmarking and it is mounted with buffer cache disabled in the Linux kernel. The Figure 14 shows the file 
write performance of FAT32, TI-LFAT and ExFAT and TI-LExFAT file systems.  The average performance of 
FAT, TI-LFAT, ExFAT and TI-LExFAT file systems are 2.7 MB/S (Mega Bytes per Second), 2.57MB/S , 7.4 
MB/S  and 5.79 MB/s respectively.  The FAT file system always uses the two instances of File Allocation 
Tables. The Logging operation causes the additional files system write and it cause reduction in file write 
performance. The TI-LFAT uses one FAT as the “Reserved FAT” for “FAT updates” and hence the reduction in 
the performance of TI-LFAT is minimal in comparison with FAT32 file system.  The file write operation in TI-
LFAT file system yields performance degradation of 4% to 9% in comparison with FAT32 file system. The 
ExFAT file system uses only one FAT by default. The TI-LExFAT includes an additional FAT as “Reserved 
FAT” hence the performance reduction is 18% to 34% compared to ExFAT file system. If the contiguous 
clusters are allocated to file during write operation then reduction in performance is minimal. 
 

 
 
 

VI. CONCLUSION 
The complete design and implementation details of the TI-LFAT and TI-LExFAT file systems are discussed 

in this paper. The TI-LFAT takes the advantages of both KFAT and TFAT file systems. If there is an abrupt 
power failure or sudden removal of storage device from the computer system during the “FAT update” 
operation in Reserved FAT can cause the orphan clusters in the Reserved FAT of TI-LFAT file system. The 
orphan clusters can be made as free clusters by copying the entire FAT content to Reserved FAT.  During 
file/directory creation and file write operation, if there is no free cluster in Reserved FAT, then the FAT can be 
copied to Reserved FAT to convert the orphan clusters to free cluster. The TI-LFAT uses the minimal log 
records compare to KFAT file system. Hence, loss of performance is minimal during file write operation in TI-
LFAT file system. The Logging and Committing operations of TI-LFAT file system are applicable to TI-
LExFAT file system. The usage of Cluster Heap in the TI-LExFAT avoids the creation of orphan clusters during 
uncontrolled power failures or sudden removal storage device from the computer system. The cluster heap 
avoids the FAT updates in “Reserved FAT” if the contiguous clusters are allocated to a file and hence 
minimizes the performance degradation.   

Fig. 14. File Write performance comparison between FAT32, TI-LFAT, ExFAT and TI-LExFAT File systems 
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