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Abstract—Applications such as video classification, video summarization, video retrieval, highlight extraction, and so forth., need discriminating activities occurring in the video. Such activity or event detection in videos has significant consequences in security, surveillance, entertainment and personal archiving. Typical systems focus on the usage of visual cues. Audio cues, however, contains rich information that might be effectively used for event detection and Multimedia Event Detection (MED) could benefit from the attention of researchers in audio analysis. Many audio-based event detection methods have been proposed for specific applications, while others are generic. This survey presents an exhaustive review of efforts in the past years to address the issues of using audio-based cues in video event detection. Existing methods that are based on audio features and modeling techniques that have been used are summarized in this survey. We hope to provide a good understanding of different directions in this field of research.
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I. INTRODUCTION

In the course of recent years, there has been quick development of manufacturing variety of digital cameras, which has subsequently expanded varying multimedia content. Hence digital and network technologies have yielded an enormous amount of information. Machine learning and understanding of video events is a tough, diverse, interesting and demanding area which has obtained much attention recently. Tasks such as multimedia event detection, scene modeling and discovery of activity patterns have received a lot of attention in the machine learning communities. Variety of applications have been in video surveillance, video summarization, highlight extraction, multimedia semantic annotation, etc.

Such a multimedia content involves multiple information modalities that convey cues related to the properties of underlying events. Various cues are image frames, sound track, text that can be extracted from the video data, spoken utterances that can be decoded from the audio track and so on. Therefore, it is necessary to understand such cues. Until recently, the focus was much on detecting events using visual cues. However, there are various difficulties with visual cues. Visual event may have a huge amount of raw data with richer content which make retrieval or learning task quite difficult. Events have much variety in unrestricted environment. Video quality, presence of noisy data in videos, illumination and feature representation affect the discrimination of the model. Audio cues may contain a wide spectrum of audio events such as vehicle sounds, speech and music. Traditional multimedia information extraction systems have focused mainly on the visual cues such as color histograms, motion vectors and key frames. Audio cues in contrast, can also furnish vivid information which may often represent a theme for video event detection. By only listening to the audio in a video segment, it is usually enough for user to understand what the event is about. They are also useful particularly in circumstances when other modalities neglect to precisely detect events. For instance, distorted visual cues may not reliably help for the task. In such condition, acoustic evidence may complement or enhance the limited visual data available. When both audio and video cues can be reliably extracted and modeled, systems can make detection decisions with higher trust.

Although video based event detection has been more general in literature, few studies on audio-based event detection had been conducted by research community. Video can have different types of aural characteristics such as speech, laughter, applause, cries, environmental sounds, etc. Such mixed audio sound sources has to be dealt with. Gelin and Wellekens [15] addressed video soundtrack indexing using ‘phoneme-based keyword spotting’. Saraceno et al [52] proposed a method that partitions audio into speech, music, noise and silence. The model performs scene change detection task and classifies video. An innovative method is proposed by Tseng et al [61] for semantic video annotation through integrated mining of visual cues, speech cues, and frequent semantic patterns existing in the video. They have shown two main phases 1) Construction of
annotation models, such as speech-association, visual-association, visual-sequential and statistical models from annotated videos. 2) Fusion of these models for annotating un-annotated videos automatically.

Our main intrigue is in the process of detecting audio-based video excerpts. The problem is quite interesting because it has wide ranging applications in surveillance, sports, entertainment, consumer video and many others. The scope of application is certainly broad. The organization of the paper is as follows: Section II briefly presents the typical types of applications where the task can be carried out. Section III presents general system description. Section IV reviews various audio features used for audio based video event analysis. Section V analyses various modeling paradigms. Future research direction is given Section VI.

II. TYPES OF APPLICATIONS

Existing research on audio-based video event detection is quite less and yet to be further explored. Audio-based event detection has been executed in diverse fields which are as follows:

A. Surveillance

In surveillance, although visual features may help in detecting events, sounds also may perform better. For example, sounds like gunshots, sudden screams may be required in surveillance. Atrey et al [2] has proposed a system for multimedia surveillance using audio features. The approach initially classifies a given audio frame into speech and non speech events. Further normal and excited events are classified using Gaussian Mixture Model (GMM). Four different audio features such as Zero Crossing Rate (ZCR), Linear Prediction Coefficient (LPC), LPC derived Cepstral Coefficient (LPCC), Log Frequency Cepstral Coefficient and then performs further classification into normal and excited events are used. Clavel et al [8] has dealt with events detection in noisy environments for a multimedia surveillance. The authors use a class of sounds produced by gun shots. They have aimed at the robustness of the detection and the reduction in false detection.

B. Meeting

Audio features like applause, cheers may be used to retrieve feedback from videos extracted from meeting. Dong et al [11] has proposed the automatic recognition of social functional roles in small-group meetings, focusing on a) the significance non-linguistic behaviors, b) the relative time-consistency of the social roles enacted by a given person during the hours of a meeting and c) the happenings and mutual constraints among the roles played by the different people in a social encounter. Comparison of model performance between Support Vector Machine (SVM) and Hidden Markov Model (HMM) has been done. Sidiroopoulou et al [54] have investigated the problem of segmenting a video into scenes automatically. The approach use high-level audio information, in the form of audio events, for the enhancing the performance of scene segmentation. Also the process has also used the construction of multiple Scene Transition Graphs (STGs) that exploits information coming from different modalities.

C. Sports

Extracting highlights in sports is an interesting application which not only needs visual features but also essentially needs audio cues. A novel framework has been described by Huang et al [23] for inferring the low-level structure of a sports game (tennis) using audio track of a video recording of the game. Gaussian Mixture Model and a Hierarchical language model has been used to detect sequences of audio events. A maximum entropy Markov model to used to infer "match" events from these audio events and multi-grams to understand the segmentation of a sequence of match events into sequences of points in a tennis game. Zhu Liu [37] et al has used Hidden Markov Model to classify TV broadcast video. They have used TV programs such as basketball videos, commercials, news, football shows and weather reports for discrimination. Eight frame-based audio features were used to represent the low level audio characteristics and fourteen clip-based audio features were extracted based on these frame-based features to represent the high-level audio properties. An ergodic HMM is built for each of TV programs. The maximum likelihood method is then used for test data to be classified using the models. Xu et al [66] presented novel framework that uses audio keywords to assist event detection in soccer video. Audio keywords have been generated from low-level audio features by using support vector machines. The generated audio keywords were used to detect semantic events in soccer video by applying a heuristic mapping. In Xiong and Wang et al [63], [64] audio keywords were analyzed using Hidden Markov classifier in order to extract sports (soccer) highlight. [70] detected ball hits in table tennis games using MFCC refined features. The classifier that was used SVM. The results have been compared with data represented which were energy features and their proposed Mel Frequency Cepstral Coefficient (MFCC) refined features.

D. Entertainment

Penet et al [48] have explored the use of audio words representations to detect particular audio events such as gunshots and explosions, in order to get more robustness for variations in different audio tracks that are present in Hollywood movies. Each stationary audio segment has been described by one or more audio words obtained by performing product quantization to standard characteristics. In view of these, Bayesian networks are used to capture the contextual information to find audio events in movies. Giannakopoulos [17] handled violence
content classification using audio features. Frame level audio features both in time and frequency domain was employed as input to Support Vector Machine. SVM is used for segmenting the violent content. Taskiran et al [57] proposed method to summarise videos automatically using transcripts obtained by automatic speech recognition. The full program is divided into segments based on pause detection, segment score derived and on the frequencies of the words and bi-grams it contains. Then, a summary generated are the segments based on the ratio of segments with highest score to the duration. [39] proposed audio features that could suit the scene determination task. They have proved that features influence the result more than clustering method.

E. Consumer Video

Lee et al [35] have proposed a strategy for audio-based semantic classification for consumer video. Each video clip is represented as a sequence of MFCC frames. Three clip-level representations such as single Gaussian modeling, Gaussian mixture modeling, and probabilistic latent semantic analysis of a Gaussian component histogram were experimented. Using such summary features, Support Vector Machine classifiers based on the Kullback Leibler, Bhattacharyya or Mahalanobis distance measures are used for classification. Muneesawang et al [43] have proposed content-based video retrieval using the combination of audio and visual cues. Adaptive video indexing technique is used to extract the visual feature that emphasizes spatio-temporal information within video clips. A statistical time-frequency analysis that transforms Laplacian mixture models into wavelet coefficients is used to extract audio features.

F. Annual Evaluation of TRECVID data set

Jin et al [28] has shown several frameworks for accomplishing MED using only audio data. Multimedia Event Detection is an annual task in the NIST TRECVID assessment. Participants build indexing and retrieval systems for identifying videos in which few predefined events are shown.

G. Other Applications

Nahijima et al [46] presented a quick and precise Motion Pictures Experts Group (MPEG) audio classification algorithm based on sub band data domain. Classification task was carried out for 4 segments such as silent, music, speech and applause segments for 1 second unit. Later Bayesian discrimination method for multivariate Gaussian distribution was used for classification task.

III. SYSTEM DESCRIPTION

Digital video is a one that is generated from the camera which is in the form of pixels. A digital video is a sequence of images, called frames displayed at a frame rate, to create an illusion of animation. Frame rate can be defined as number of unique consecutive frames produced per second. Frame rate varies between several standards. A typical video has a frame rate of 25 frames per second. A complete video is partitioned into acts. Each act is further partitioned into scenes. A scene is a sequence of actions where each consecutive frame differs with slight change. Audio is now extracted from the given video either at short-term frame level or at long-term clip level. Data representation of extracted audio signal addresses the issues of representing the examples to be classified in terms of feature vectors. The intention of modeling is to find a mapping from the feature space to the target labels so as to reduce the prediction error. The general system components of the audio based video event detection is presented in Figure 1. The major components of the system are the audio data representation and learning methodologies. An audio signal can be represented by many number of features. Audio feature extraction is an important phase for any type of audio data. It is process of refining enormous amount raw audio data into compact representations which holds the higher level information of the audio. There exists large number of audio features, that are suitable for various such as audio retrieval, audio segmentation, music and information retrieval, environmental sound retrieval, etc. Eyben et al [13] presented various feature extractor tools which can be used for many applications. Some of the tools to extract audio features are shown in Table 1. Modeling multimedia data can be organized based on the desired output of the algorithm or on the type of input examples. Supervised learning is a method of learning where the algorithm is trained on the labeled examples. The classifiers such as Gaussian Mixture Model, Support Vector Machine fall under this category. Unsupervised learning is a method of learning where the labels of the input examples are not known a priori.
IV. AUDIO FEATURE ANALYSIS

Audio features depict specific attributes of audio signals. Earlier concept of audio frames were used in speech processing, where analysis varies over a short duration of time typically in milliseconds. For semantic meaning to be explored, analysis has to done for a long duration of time, typically in seconds. Thus audio features can be extracted in two levels: frame level for short duration and clip level for long duration. Several such audio features have been presented in the literature for learning task. Different versions exist for the categorization of audio features. A list of audio features, types, references and applications is listed in Table II. They can be classified into temporal, physical, perceptual, cepstral, modulation features which are briefly explained in following subsections.

<table>
<thead>
<tr>
<th>Tools</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>jAudio</td>
<td>[24]</td>
</tr>
<tr>
<td>Opensmile</td>
<td>[47]</td>
</tr>
<tr>
<td>PRAAT</td>
<td>[49]</td>
</tr>
<tr>
<td>YAAFE</td>
<td>[68]</td>
</tr>
</tbody>
</table>

A. Temporal Features

The temporal domain is the native domain for audio signals. Temporal features are the features that are directly extracted from raw audio signal without any preceding information. The processing time for temporal features is slower. Zero Crossing Rate (ZCR), Amplitude based features and power based features fall under the category of temporal features.
### TABLE II

Audio Features used in Audio-Based Event Detection in Videos

<table>
<thead>
<tr>
<th>Domain</th>
<th>Features</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temporal domain</strong></td>
<td>Zero Crossing Rate, Amplitude, Power</td>
<td>Speech/music discrimination, musical genre classification, highlight detection, singer detection, environmental sound recognition, Recognition of animal sounds</td>
</tr>
<tr>
<td><strong>Frequency domain</strong></td>
<td>Auto regression, Adaptive Time Frequency decomposition, Short time Fourier transform</td>
<td>Automatic speech recognition, Audio segmentation, Speech/Music discrimination, Musical genre classification, Music information retrieval, Musical instrument recognition, Language recognition</td>
</tr>
<tr>
<td><strong>Cepstral domain</strong></td>
<td>Perceptual filter bank, Advanced auditory model, Auto regression</td>
<td>Speech, music and Environmental sound analysis</td>
</tr>
</tbody>
</table>

1) **Zero Crossing Features:**

Zero crossings are a basic property of an audio signal that is mostly used in learning tasks. Zero Crossing Rate is defined as the number of zero crossings in the temporal domain within a second. Kedem [30] defined ZCR as the measure of dominant frequency in the signal. ZCR is the common feature that is used for music/speech discrimination due to its simplicity. It is also used in other audio domains such as highlight detection [6], speech analysis [8], singer [69] and environmental sound detection [5]. Linear Prediction Zero Crossing Ratio (LP-ZCR) is defined as the ratio between the zero crossing count of the waveform and the zero crossing count of the linear prediction analysis filter [12]. These features help to discriminate between speech and non-speech audio signal. Zero Crossing Peak Amplitudes (ZCPA) has been presented by Kim et al [31], [32] which is highly suitable for speech recognition in noisy environments. It is an approximation of the spectrum which is directly computed from the signal. Pitch Synchronous Zero Crossing Peak Amplitudes (PS-ZCPA) is an extension of ZCPA which also considers pitch information. It is found to be more robust to noise than ZCPA.

2) **Amplitude Features:**

Features that are computed from the amplitude of the signal directly are easy and its computation time is fast. MPEG-7 audio waveform is a descriptor that better describes the shape of a waveform on computing the maximum and minimum samples within non-overlapping frames. They are suitable for comparing waveform. Amplitude Descriptor (AD) are the ones that have been developed to recognize sounds of the animal. The descriptor is the one that separates the signal with low and high amplitude by an adaptive threshold. AD signifies the waveform in both quiet and loud segments.

3) **Power Features**

The energy of a signal is defined as the square of the wave form’s amplitude. The power of a sound is defined as the energy transmitted per unit time or it is the mean-square of a signal. Short Time Energy (STE) is mainly used in fields of retrieving audio. Volume is another important feature which is used to detect silence and also used in segmenting music or speech. Volume is the root mean square of magnitude of the signal within a frame.

**B. Physical Features**

The most common methods that are used to represent audio features in frequency domain are Fourier transforms and auto correlation. Other methods like Cosine transform, Wavelet transform and Q-transform are also used. Frequency features can be divided in two sets such as physical features and perceptual features.

1) **Auto-Regression Based Features:**

In auto regression analysis a linear predictor finds the value of each sample which is represented by a linear combination of previous values. Linear Predictive Coding considers source filter model of speech production. It estimates the basic parameters of speech signal which are formant frequencies and vocal tract function. LPC is used for automatic speech recognition, audio retrieval and audio segmentation. Line spectral frequencies (line
The line spectral frequencies are at the roots of resultant two polynomials. They are extensively used in machine learning applications, recognition of instruments, and speaker segmentation task.

2) Adaptive Time Frequency Decomposition Based Features:

Features of this category are based on the transform coefficients. Adaptive time frequency transform features were proposed by Umapathy et al [62]. The signal is broken down into a set of Gaussian basis functions of many scales, translations and center frequencies. These features are mainly used in discriminating music genres.

3) Short Time Fourier Transform Based Features:

Short Time Fourier Transform contains real and complex fields. The real fields represent distribution of the frequency components while the complex fields contains information on the phase of components. The features that possess the properties of spectral envelope are 1) Sub band energy ratio that are used in music analysis and audio segmentation, 2) Spectral flux mostly used in music/speech discrimination, music information retrieval, speech analysis, 3) Spectral slope that are used to discriminate speech and non-speech segments, 4) Spectral peaks that are used to identify a short segment of music, 5) Group delay function which are used in music analysis, 6) Modified group delay function which are used in recognition of languages [44] [45], phonemes and syllable detection.

C. Perceptual Features.

Features that have a semantic meaning in the context of human auditory perception are called Perceptual Frequency Features. Brightness, Tonality, Loudness, Pitch, Harmonicity are commonly used perceptual frequency features. A signal is composed of both low and high frequencies. A sound becomes brighter due its high frequency content and silence is less dominant due its less frequency content. Tonality is property of sound that discriminates tonal sounds from noisy sounds. Tonality measures can be categorized into bandwidth measures and flatness measures. Loudness features are the ones that signifies the auditory sensation. Loudness measure can be used for audio retrieval. Pitch is dimension of sound which can be loudness, duration and timbre. Pitch is commonly related to chroma and harmonicity. Chroma is the one that is divided into 12 pitch classes, where each corresponds to one note of 12-tone equal temperament. Harmonicity is a characteristic that differentiates harmonic sounds from in-harmonic sounds.

D. Cepstral Features.

Cepstral frequency are log magnitude representations in which the frequency are smoothed and they possess timbral properties and pitch. They have orthogonal basis which helps in performing similarity comparisons. These are widely used all of audio extraction. The most popular cepstral features used are Mel-Frequency Cepstral Coefficient, Δ MFCC(first order derivative), ΔΔ MFCC second order derivative, Bark Frequency Cepstral Coefficient (BFCC), Homomorphic Cepstral coefficient (HCC). They represent timbral properties of a signal. Finding MFCCs involves a conversion of Fourier coefficients to Mel-scale. Later, the resultant vectors are logarithmized and decorrelated by Discrete Cosine Transform (DCT), which helps in removing redundant information.

V. MODELLING PARADIGMS

An event can be defined as any human-visible occurrence that has importance to represent video contents fused with audio. Each video can consist of many events. Current research aims at models that handles this problem. Classification is a technique of modeling a set of labeled instances(training) and then to classify a test instance into one of the classes using model. Table III shows various model paradigms used in literature and are explained in following sub-section.

A. Hidden Markov Models.

Hidden Markov models have been extensively used for modeling the temporal dynamics of varying length patterns of short duration. A HMM is a finite state machine characterized by the number of states in the model, the state-transition probability distribution, the observation symbol probability distribution for each state, and the initial state probability distribution. Continuous density HMMs use probability densities to represent the continuous observation distributions of the states. The continuous observation density for a state is estimated by assuming that it can be represented by a mixture of Gaussian density functions. Then the estimation of continuous density for a state involves estimation of the mean vector and co variance matrix of each component of the Gaussian mixture and the estimation of the mixture coefficients. The HMM for a class is trained using the varying length sequences corresponding to the sequences of feature vectors of multiple examples of the class. The HMM for a class is trained to maximize the likelihood of the model generating the sequences of that class. During recognition, the sequence of a test pattern is given as input to the HMM of each class, to compute the probability of the test sequence being generated by that model. Then the class of the model with the highest probability is assigned to the test pattern. The Hidden Markov Model [3] describes a Markov chain on latent
variable $h_{1:T}$ The visible variables are dependent on the latent variables through $p(o_i/h_i)$. The joint distribution is defined by

$$p(h_{1:T}, o_{1:T}) = p(o_1/h_1) \prod_{i=2}^{T} p(o_i/h_i)p(h_i/h_{i-1})$$ (1)

For a stationary HMM the transition $p(h_i/h_{i-1})$ and $p(o_i/h_i)$ are constant over time. HMM has good ability to capture the temporal statistical property of stochastic process and is used widely in machine learning field. Liu et al [38] use HMM to classify broadcast news by using eight frame based audio features depicting low level audio cues and fourteen clip level audio features depicting high level audio features. Wang et al [63] detect highlights from keyword sequences using HMMs. Xiong et al [65] create audio labels using Gaussian Mixture Model and and video labels are obtained using quantization of the mean motion vector magnitudes initially. Later highlights of sports using discrete-observations Coupled Hidden Markov Model(CHMMs) on video and audio labels are classified using a enormous training set of broadcast sports highlights. HMM has the ability to exhibit some degree of in-variance to local warping of time axis. HMM can be trained effectively using maximum likelihood when training sequence is sufficiently long. Assuming that distribution of individual observation parameters well represented as a mixture of Gaussian or auto regressive densities is a limitation. Probability of being in a given state at time ‘t’ only depends on the state at time ‘t-1’ is inappropriate, where dependencies extends through many states. Choice of type of model (ergodic or left-to-right), choice of model size (number of states), choice of observation symbols (discrete or continuous) are some issues during implementation.

TABLE III

<table>
<thead>
<tr>
<th>References</th>
<th>Modeling Framework, Learning Algorithm Techniques</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>Piece wise Gaussian mixture model</td>
<td>Highlight extraction of games</td>
</tr>
<tr>
<td>[26]</td>
<td>K-Nearest Neighbour</td>
<td>Scene detection</td>
</tr>
<tr>
<td>[37],[58],[63]</td>
<td>Ergodic Hidden Markov model</td>
<td>Video classification</td>
</tr>
<tr>
<td>[4],[51],[56],[59],[66],[70]</td>
<td>Support Vector Machine</td>
<td>Semantic video search, Highlight extraction for games, Creation of audio words, Ball hit detection</td>
</tr>
<tr>
<td>[25],[69]</td>
<td>Bayesian Network</td>
<td>Violent scene detection</td>
</tr>
<tr>
<td>[16]</td>
<td>Variation of Bayesian network</td>
<td>Detecting violent scenes in movies</td>
</tr>
<tr>
<td>[43]</td>
<td>Laplacian mixture model</td>
<td>Video retrieval</td>
</tr>
<tr>
<td>[22]</td>
<td>Graphical model</td>
<td>Audio-Visual event recognition in videos</td>
</tr>
<tr>
<td>[59]</td>
<td>Multilayer perceptron</td>
<td>Semantic video search</td>
</tr>
<tr>
<td>[59]</td>
<td>Hierarchical clustering</td>
<td>Video search</td>
</tr>
<tr>
<td>[25],[69],[39]</td>
<td>Clustering</td>
<td>Video search, Video classification and segmentation, Scene Determination</td>
</tr>
</tbody>
</table>

B. Gaussian Mixture Model.

The GMM can be considered as an extension of the Vector Quantization (VQ) model, in which the clusters are overlapping. That is, a feature vector is not assigned to the nearest cluster, but it has a non-zero probability of being generated from each cluster. Gaussian mixture model is a linear combination of Gaussian components. Gaussians are especially convenient continuous mixture components as they constitute ‘bumps’ of probability mass, helping an intuitive elucidation of the model. Assume the data distribution is Gaussian. For a ‘d’ dimensional feature vector $x$, the likelihood of $x$ for a GMM $\lambda$ with $K$ components is defined as follows

$$p(x) = \sum_{k=1}^{K} w_k N(x/\mu_k, \Sigma_k)$$ (2)
The components weights, $w_k$, satisfy the constraints, $0 \leq w_k \leq 1$ and $\sum_{k=1}^{K} w_k = 1$. Each of the ‘$K$’ uni-modal Gaussian distributions is parametrized by a $d$ - dimensional mean vector, $\mu_k$ and a co-variance matrix, $C_k$ as follows:

$$N(x/\mu_k, C_k) = \frac{1}{\sqrt{(2\pi)^d |C_k|}} e^{-\frac{1}{2}(x-\mu_k)^T C_k^{-1}(x-\mu_k)}$$  \hspace{1cm} (3)

The parameters of GMM are as follows:

$$\lambda = \{w_k, \mu_k, C_k\}, k = 1, 2, ... K \hspace{1cm} (4)$$

Let a multivariate varying length pattern be denoted by a set of feature vectors $X = \{ x_1, x_2, \ldots, x_j, \ldots x_n \}$ where $x_j$ is a $d$-dimensional feature vector and $n$ is the number of feature vectors. For a varying length pattern, $X$, the likelihood score using a GMM with $\lambda$ as the set of model parameters is defined as follows:

$$p(X/\lambda) = \prod_{j=1}^{n} p(x_j/\lambda) \hspace{1cm} (5)$$

The log-likelihood is given by

$$\ln p(X/\lambda) = \sum_{j=1}^{n} p(x_j/\lambda) \hspace{1cm} (6)$$

Tasks [10] where different examples of same class have different number of acoustic events can be modeled using GMMs. One of the variant of GMM is adapted GMM that be modeled to handle audio data variability in videos. Another variant of GMM is GMM-Universal Background Model used to represent general independent feature characteristics to be compared against a model of example-specific feature characteristics when making an accept or reject decision. This can be used in audio based video verification tasks. Huang et al [23] proposed techniques that consist of GMMs and a hierarchical language model to detect sequences of audio events. A maximum entropy Markov model had been used to grasp "match" events from these audio events and multigrams to capture the segmentation of a sequence of match events into sequences of points in a tennis game. Guo et al [18] classified internet videos using audio. Three modeling approaches are investigated such single Gaussian, Gaussian Mixture Model with Bag of Audio Words and Support Vector Machine accompanied with different distance measure. GMM representation with Bhattacharya distance has proven to give good results.

GMM is the fastest algorithm for learning mixture models. Estimating the parameters of a full co-variance GMM requires more training and computationally expensive.
### TABLE IV
Data Set and Applications in Audio-Based Video Event Detection

<table>
<thead>
<tr>
<th>References</th>
<th>Dataset</th>
<th>Audio-Based Application in Videos</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>Wimbledon2008 Tennis</td>
<td>Inferring Structure of the game detection</td>
</tr>
<tr>
<td>69</td>
<td>Tennis games (Ball hits, background speech, cheering, content of sports games)</td>
<td>Ball hit detection</td>
</tr>
<tr>
<td>[26]</td>
<td>TV news, China Central TV (sports and news)</td>
<td>Video Segmentation</td>
</tr>
<tr>
<td>[35]</td>
<td>Youtube 1873 videos (25 concepts)</td>
<td>Semantic concept classification</td>
</tr>
<tr>
<td>36</td>
<td>3 movies</td>
<td>Content-based movie analysis</td>
</tr>
<tr>
<td>[19]</td>
<td>Australian open 2002 Tennis (Applause, speech or silence)</td>
<td>Highlight Extraction</td>
</tr>
<tr>
<td>[22]</td>
<td>Meeting videos, Surveillance</td>
<td>Audio-Visual event recognition</td>
</tr>
<tr>
<td>[37]</td>
<td>TV programs (Commercial, Basketball, Football games, news, weather forecast)</td>
<td>Classification of TV programs</td>
</tr>
<tr>
<td>[58]</td>
<td>64 Video clips (falling, walking, walking+talking)</td>
<td>Falling person detection</td>
</tr>
<tr>
<td>[63]</td>
<td>Broadcast soccer video FIFA world cup 2002 (Goal, Corner kick, Shot and Goal kick)</td>
<td>Sports highlight detection</td>
</tr>
<tr>
<td>[51]</td>
<td>7 hours video</td>
<td>Sports highlight extraction</td>
</tr>
<tr>
<td>[66]</td>
<td>European project VIDI-VIDEO</td>
<td>Creating audio keywords for event detection</td>
</tr>
<tr>
<td>[16]</td>
<td>Movies</td>
<td>Violent scene detection</td>
</tr>
<tr>
<td>18</td>
<td>Internet Videos</td>
<td>Video classification</td>
</tr>
<tr>
<td>25</td>
<td>Kodak Video Benchmark data set, (Birthday, Wedding, Show, Parade)</td>
<td>Video summarization</td>
</tr>
<tr>
<td>[43]</td>
<td>Hollywood movies, 15 music recording</td>
<td>Fusion of features gives good result</td>
</tr>
<tr>
<td>[39]</td>
<td>German TV movies (Groundhog day, Forest gump)</td>
<td>Video indexing and retrieval</td>
</tr>
<tr>
<td>[60]</td>
<td>TRECVID</td>
<td>Annual Evaluation of video data set, Video indexing, retrieval, summarization</td>
</tr>
<tr>
<td>[41]</td>
<td>MediaEval (25 genres)</td>
<td>Violent scene detection</td>
</tr>
<tr>
<td>21</td>
<td>Hollywood movies</td>
<td>Video summarization, retrieval, indexing, annotation</td>
</tr>
<tr>
<td>[19]</td>
<td>Australian open tennis</td>
<td>Highlight Extraction</td>
</tr>
<tr>
<td>63</td>
<td>FIFA worldcup</td>
<td>Highlight Extraction, Video Summarization</td>
</tr>
<tr>
<td>34</td>
<td>KTH (25 subjects, 6 types of actions, 4 scenarios)</td>
<td>Any of video processing task</td>
</tr>
<tr>
<td>[33]</td>
<td>Kodak</td>
<td>Consumer video processing task</td>
</tr>
<tr>
<td>9</td>
<td>CCV (9317 videos, 20 semantics)</td>
<td>Action Recognition</td>
</tr>
</tbody>
</table>


The support vector machine is a kernel-based discriminative classifier that focuses on modeling the decision boundaries between classes. The SVM based classifier gives a good generalization performance to classify the unseen data. SVM involves training the examples based on the minimization error function

\[
\frac{1}{2}w^Tw + C \sum_{i=1}^{N} \xi_i \tag{7}
\]

subject to the constraints

\[
y_i(w^t \varphi(x_i) + b) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, 2 \ldots N \tag{8}
\]
where ‘b’ is the bias, ‘C’ is the trade-off parameter, ‘w’ is the weight, ‘\( \varphi \)’ is the kernel function that transforms the training examples from the input space to the feature space, \( \xi_i \) tells the parameters handling non separable input examples, \( x_i \) represents the training examples, \( y_i \in \{+1, -1\} \) depicts the class label of the \( i \)th training example. SVM has always been demonstrated to give exceptional outcomes. Harb et al [19] use GMM for extracting sports highlight using audio features. The audio features have been used to build piece wise GMM and Neural Network model. In Lee [35] three clip level representation of MFCC audio features were used to model single-Gaussian Mixture Modeling, Gaussian Mixture Modeling, and probabilistic latent semantic analysis of a Gaussian Component Histogram. Using the measures obtained, Support Vector Machine with different distance measures had been used for classification. Jin et al [28] use GMM and SVM to detect event based MFCC audio features. This task is annually performed in order to evaluate TRECVID database.

SVM gives a good generalization even for the unseen data. SVM provides a unique solution, since the optimality problem is convex. By the use of kernel, SVM performs good not only for linearly separable data, but also for non-linear data. Important issues lie in choice of kernel, choice of width in Gaussian kernel. Usage of memory is high as it has to deal with quadratic programming for large-scale tasks.

D. Bayesian Networks.

A Bayesian network is a graphical representation that lets us to depict and reason about an inconstant domain. In Bayesian network, a model is represented using a set of random variables and their conditional dependencies using a directed acyclic graph (DAG). The vertices in Bayesian network depict a set of random variables \( \mathcal{X} = \{x_1, x_2, x_3, \ldots, x_N\} \) from the domain. A set of directed links connect a pair of vertices \( x_i \rightarrow x_j \) depicting direct dependencies between the random variables. Fewer the links in the graph, stronger conditional independence properties are present in the network and the model obtained has less degrees of freedom. In Penet et al [48] Bayesian networks are used to grasp the contextual information in order to find audio events.

Bayesian network depicts the probabilistic relationships among features. If the dependencies in the joint distribution are sparse, the networks helps in saving the space. When the network is unknown, exploring it is computationally a difficult task.

VI. FUTURE DIRECTION

This review has highlighted the research in audio-based video excerpt detection. Table 2 shows the applications, data sets and references. Representation of the features (audio data extracted from video) is a challenging task. Audio extracted from video is usually a varying length long duration pattern. To measure the similarity or dissimilarity between those patterns is quite non-trivial. Audio-specific kernel can be explored to model the aural characteristics that is extracted from video. In order to establish links between classification of genre, event and object in video classification task, hierarchical semantic relationship between scenes, shots, and key frames in a video can be built utilizing sound characteristics. As audio features are less expensive when compared to visual features, they may be fused with visual features in video segmentation task. In affective based video event detection, audio track can be combined with visual semantics to understand emotional semantics in videos.

VII. CONCLUSION

Video event detection is a main research area in computer vision. But, it has also fascinated analysts in audio field to handle the issue of detecting events using audio cues. In this survey, we have presented different ways in which audio based event detection has been proposed in the literature. The research attention has to involve in coming up with new frameworks that will efficiently perform with real-time environment with so many video events. There are many different directions to handle this problem. Collection of varied techniques used in literature may give rise to enormous applicability in various domains. This might also provide a scope for new directions in this area.
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