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Abstract – With the growth of technology, there is an increase in the number of networks, types of 
devices and different content representation formats as a result of which interoperability between 
different systems and networks is gaining in importance. Video transcoding is the process of converting 
video from one format to another. H.264/AVC, developed by the Joint Video Team (JVT), is new 
standard which fulfils significant coding efficiency, simple syntax specifications and seamless integration 
of video coding into all current protocols and multiple architectures. The research work presented in this 
paper is carrying out compressed domain video encoding through integer transform in compliance with 
H.264 Standard in the transcoding pipeline. The core forward transform or H.264 Transform (HT) and 
inverse transform are analysed and adopted in this paper. The complete encoder has been demonstrated 
with the help of three different types of input video sequences. This paper analysed different 
metrics/parameters involved in encoding. This research work proposed the method of computing the 
complexity. It has also been proposed that the combination of Quality, File size and Complexity shall be 
used as one of the important metrics to evaluate the video processing. 

Keyword – Compressed domain encoding, H.264 Encoder, Video Transcoder, Baseline profile, integer 
transform operations 

I. INTRODUCTION 

In this fast growing world of multimedia and telecommunications, there is a great demand for efficient usage 
of the available bandwidth [1 – 3]. Transcoding of video content is one such effort in this direction. A format is 
basically defined by the characteristics such as bitrate, frame rate, spatial resolution etc. Ishfaq, A. et al. [4] have 
summarized various techniques and research issues associated with Video transcoding. They have detailed 
various research issues arising in transcoding and illustrated them using an architectural approach. Hari Kalva’s 
papers [5 – 16] specified that the main goals of an efficient transcoder are, 1) To maintain the quality of the 
transcoded bitstream to the one obtained by direct decoding and re-encoding of the input stream, 2) To reuse the 
information available in the bitstream as much as possible so as to avoid multigenerational deterioration and 3) 
The process should be efficient, low in complexity and achieve the highest quality possible. 

The H.264 Video Standard is substantially different from previous MPEG and ITU standards [17]. The 
syntax and the algorithms used in H.264 are so different that transcoding a video compressed by traditional 
DCT-based standards to H.264 will face many difficulties, especially to perform transcoding in the compressed 
domain. Gao, C. et al. [18] performed conversion of transforms between MPEG-2 and H.264. Fast DCT to 
Integer Transform (IT) conversion improved the computational efficiency. The DCT operation in H.264 is split 
into two parts, termed core forward transform and scaling matrix. The scaling matrix is combined with 
quantization in encoding process and the inverse scaling matrix with de-quantization in H.264. The combined 
matrices are scaled and truncated into integer numbers to perform integer operations. This integer transform 
process cannot be adopted for transcoding, because it is combined with quantization which leads to data loss. 

However the precision is considered, because of truncation of data, the transform domain prediction will not 
be equivalent to pixel domain prediction. So there is a need of integer transform which does not involve with the 
precision. At the same time, the transform should be reversible, so that it can switch between the pixel domain 
and transform domain without any data loss. So far, according to literature survey and review, the integer 
transform based compressed domain transcoding (intra prediction, motion compensation, mode decision and 
motion estimation) has not been reported. 

In compressed domain transcoding, the coefficients in DCT and IDCT, (which were explained by Pedro, A. et 
al. [19]), were taken as truncated float numbers. So, the compressed (transform) domain intra prediction and 
motion compensation in the decoder cause data loss with respect to pixel domain operations. In the same way, 
the mode decision and motion estimation were performed with approximation of compressed domain data. They 
were not as equivalent as Pixel domain mode decision and motion estimation results explained by Pedro, A. et al. 
[19]. The integer transform [20] used in H.264 Standard was the derivative of DCT/IDCT. He explained the 
transform and quantization done in H.264 Standard. The core forward transform or H.264 Transform (HT) and 
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inverse transform are analyzed and adopted in this paper. Based on this transform, all the processes involved in 
encoding are designed. 

This paper is organized as follows. The encoder architecture with its prediction techniques, motion estimation, 
mode decision and coding are explained in Section II. Experimentation of transform domain encoder is detailed 
in Section III. Section IV lists the results and result analysis. Section V concludes the findings of encoder with 
further scopes. 

II. ENCODER ARCHITECTURE 

The compressed domain input video frame is encoded by compressed domain H.264 encoder in this chapter. 
The processes like Intra prediction, Motion Compensation, Intra mode Decision and Motion Estimation are 
designed to perform in compressed domain. The architecture of compressed domain H.264 Baseline encoder 
(shown in Fig. 1) uses CAVLC coding with single reference frame. The original compressed domain video 
frame is predicted by compressed domain prediction engines. The best type is selected based on RD-Cost of the 
different types. The metrics used in the encoder are SAD, SATD and RD-Cost.  

Gerardo, F. et al. [21] explained that DC values of all Intra4x4 and Intra16x16 modes were calculated and 
compared to find best mode - less computation. Here, the intra prediction performed all possible modes of Intra 
16x16 and Intra 4x4, because the highest complexity comes out when all modes are performed. In Intra 16x16, 
the best mode among Intra 16x16 modes is selected based on SATD based cost calculation. In Intra 4x4, the best 
mode for each Sub-Macroblock (4x4) is decided based on RD-Cost. The RD-Cost under Intra 16x16 is also 
calculated. The best among Intra 16x16 and Intra 4x4 is decided by minimum RD-Cost. The best intra Chroma 
mode is selected based on SATD based cost calculation on all possible Chroma modes. 

The motion vector is estimated for a given block size in two steps: Integer level and Sub-pel level. In the 
integer level motion vector estimation, the best match is searched in a defined search area thoroughly. The 
search technique used here is called fast full search technique. The cost of each match is calculated as follows: 
cost = SAD + λ x (number of bits for MVD). The lowest cost decided the best match at the integer level, where 
λ is Lagrangian Multiplier. In Sub-pel level motion estimation, there are two steps involved: half-pel motion 
estimation and qual-pel motion estimation. In half-pel, the intermediate pixel values are calculated and 
compared with the original to find the best match. Out-of-9 possibilities of combination in half-pel motion 
estimation, the best match is found out by minimum cost. With respect to the best match position, the qual-pel 
motion estimation is done as same way as half-pel motion estimation. The best match out-of-9 possibilities, is 
selected based on minimum cost. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Architecture of compressed domain H.264 Baseline encoder 

Framen: Compressed domain Input Frame  
RECn-1: Compressed domain Previous Reconstructed Frame 
ME: Compressed domain Motion Estimation 
BBS: Best Block Selection 
INTRA: Compressed domain Intra Mode Decision 
BMD: Best Mode Decision 
BTS: Best type Selection 
PRED: Predicted block 
REC: Reconstruction with drift manager 
RECn: Compressed domain Present Reconstructed Frame 
DeFil: Compressed domain Deblocking loop filter 
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RES: Residue Calculation 
Q: Quantization 
TxC: Transform converter 
CAVLC: Context Adaptive Variable Length Coding 
NALU: Network Abstraction Layer Unit 

The MVD is calculated as the difference between the actual motion vector and MVP. The prediction of 
motion vector for different block sizes is defined by H.264 Standard and the same is adopted here. The motion 
vector generally includes the sub-pel motion information. The motion vectors are estimated for all possible 
block sizes of a given Macroblock. The RD-Cost of PSKIP, P16x16, P16x8, P8x16 and P8x8 are calculated. 
P8x8 has the best block size among P8x8, P8x4, P4x8 and P4x4. The minimum RD-Cost among all these block 
sizes decided the best Inter block. The minimum most RD-Cost among Intra and Inter decided the best type. The 
compressed domain residue is directly obtained by subtracting predicted from original values, because of 
compressed domain operations. The residues are directly quantized by simply multiplying the scaling matrices 
based on the QP (0 to 51, defined by H.264 Standard). Qiang, T. et al. [22] explained the quantization in 
compliance with H.264 Standard. 

The quantized residue coefficients are coded by CAVLC and its syntax elements are coded by Exp-Golomb 
coder. The coded bitstream is packed in NAL Unit. The encoder has decoder path also to imitate the receiver 
side operations, thus adding the receiver side distortion into account. The loop filter is applied on the present 
reconstructed frame so as to keep it as reference for future. The generated transcoded bitstream is comparable 
with the standard reference software, like JM and x264 in terms of complexity. Each Macroblock from the 
compressed domain resized frame is compressed by the best possible method, either Intra mode or Inter mode. 
The decision of Macroblock is very complex and mandatory in the encoder. Each Macroblock is encoded as 
H.264 bitstream at last. The steps involved in generation of H.264 bitstream are, 1) Compressed Domain Intra 
Mode Decision, 2) Compressed Domain Inter Mode Decision, 3) Mode Decision for a Macroblock, 4) 
Compressed Domain Reconstruction, and 5) Entropy Encoding and Generation of H.264 bitstream. 
A.  Compressed Domain Intra Prediction 

Mode decision [23] is not specified in H.264/AVC standard. It is left as an encoder issue and is the most 
important step at the encoder side because it affects the coding performance most. Chia-Wei, T. et al. [24] 
performed a partial cost intra prediction algorithm based on transform-domain property using HADAMARD 
Transform. Inchoon, C. et al. [25] explained early SKIP and fast mode decision by selective intra coding. Jun, X. 
et al. [26] performed SATD based Mode decisions and Branko, P. et al. [14] used SAD based mode decision 
between Intra 16x16 and Intra 4x4. Kan, C. et al. [27] demonstrated SAD based intra mode decision for H.264. 
In Mohammed, G, S. et al. [28]’s algorithm, the enhanced cost function used sum of absolute HADAMARD-
transformed differences (SATD) and mean absolute deviation of the residual block to estimate distortion part of 
the cost function. A threshold based large coefficients count was also used for estimating the bitrate part. Chao-
Hsuing, T. et al. [29] used SAITD based mode decision. This research work performed the same prediction 
mechanism, but in the most efficient way to reduce the computational complexity. 

For any given Macroblock, there are two possible types of Intra modes, namely Intra 16x16 and Intra 4x4. 
The best mode among these two types is decided based on ݐݏ݋ܿ݀ݎ. This process gives not only the best mode, 
but the reconstructed Macroblock which is required in the reconstruction path. The results of the process are 
listed below. 

• Best Luma Intra 16x16 Mode, Best Luma Intra 4x4 Modes and Best Chroma Mode 
• Distortions in terms of ܶܧܵܵݔ ூܻଵ଺×ଵ଺, ܶܧܵܵݔ ூܻସ×ସ and ܶܥܧܵܵݔூ 
• Rate in terms of ݁ݐܽݎ ூܻଵ଺×ଵ଺ (Total number of bits required to code Residue coefficients under Intra 

16x16 type), ݁ݐܽݎ ூܻସ×ସ (Total number of bits required to code Residue coefficients under Intra 4x4 type, 
Intra 4x4 mode deviations with respect to most probable mode) and ܥ݁ݐܽݎூ (Total number of bits required 
to code Chroma Residue coefficients and its mode) 

• Code block patterns for Luma and Chroma Residue coefficients under I16x16 and I4x4, represented as ܾܿ݌ ூܻଵ଺×ଵ଺, ܾܿ݌ ூܻସ×ସ and ܾܿܥ݌ூ஼ 
• Predicted and Reconstructed Macroblock 
In compressed domain, the reconstructed frame is available in transform format, i.e., 4x4 core forward 

transformed. The pixel values are obtained if inverse transform is applied on each 4x4 sub-Macroblock. But this 
chapter explains the compressed domain intra prediction with reference to the compressed domain reconstructed 
frame. Here the predicted values are calculated in compressed domain. This process is performed commonly by 
compressed domain decoder and compressed domain encoder. There are two different types of Luma Intra 
prediction, namely Intra 4x4 and Intra 16x16. For Chroma, it is called Chroma Intra 8x8 prediction. 
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1. Compressed Domain Intra 4x4 Prediction: The compressed domain top 4x4 sub-Macroblock (TOP), left 4x4 
sub-Macroblock (LEFT), topright 4x4 sub-Macroblock (TOPRIGHT) and topleft 4x4 sub-Macroblock 
(TOPLEFT) are used for compressed domain intra 4x4 prediction (PRED). The way of finding the compressed 
domain prediction is given below. 

1. All the neighbourhood sub-Macroblocks are inverse transformed. 
2. The appropriate matrices are applied on the pixel domain sub-Macroblocks to get pixel domain 

predicted values. 
3. The pixel domain predicted values are transformed to compressed domain by core forward 

transform. 
But instead of performing the above-said operations, all the operations are combined and modified in [30].  

For example, Vertical Prediction is performed as follows. 
1. The pixel values of top sub-Macroblocks are found out from compressed domain TOP sub-

Macroblock. ݌݋ݐ = ଵି݂ܥ	 × ܱܶܲ ×  (1) ݂ܥ
2. The pixel domain vertical predicted values are calculated. ݐݎ݁ݒ = ܣ ×  (2) ݌݋ݐ

where, ܣ = ቌ0 00 0 0 10 10 00 0 0 10 1ቍ 

3. The compressed domain vertical predicted values are obtained as follows. ܸܴܶܧ = ݂ܥ × ݐݎ݁ݒ ×  (3) ்݂ܥ
4. So, as a whole, compressed domain vertical prediction is performed by ܸܴܶܧ = ݂ܥ × ܣ × ଵି݂ܥ × ܱܶܲ × ݂ܥ ×  (4) ்݂ܥ
Like this, the equations for performing compressed domain Intra 4x4 predictions for all modes are 

derived. The whole equations are simplified to avoid redundant operations and matrix multiplications. The 
compressed domain predictions of all intra 4x4 modes are combined and simplified to three steps. These three 
steps bring the compressed domain predicted values of all the intra 4x4 modes with less complexity. Those three 
steps to get compressed domain predicted values / coefficients are 1) Finding Root coefficients, 2) Forming 
basic 24 components and 3) Calculating prediction values or coefficients. 
2. Compressed Domain Intra 16x16 Prediction: There are four compressed domain top 4x4 sub-Macroblocks, 
four compressed domain left 4x4 sub-Macroblocks, and the compressed domain topleft 4x4 sub-Macroblock are 
used for compressed domain intra 16x16 prediction. Like Intra 4x4, the entire operations are simplified to two 
steps. Those two steps to get compressed domain predicted values / coefficients are 1) finding Root coefficients 
and 2) Calculating prediction values or coefficients and Clipping the drift 
3. Compressed Domain Chroma Intra 8x8 Prediction: There are two compressed domain top 4x4 sub-
Macroblocks, two left 4x4 sub-Macroblocks, and the topleft 4x4 sub-Macroblock are used for compressed 
domain Chroma intra 8x8 prediction. There are same two steps as Intra 16x16 to get compressed domain 
predicted values / coefficients, 1) finding Root coefficients and 2) calculating prediction values or coefficients. 
B.  Compressed Domain Intra Mode Decision 

There are two types of I-Macroblock, namely Intra 4x4 and Intra 16x16. The type of I-Macroblock is 
decided between Intra 4x4 and Intra 16x16. Firstly, the mode decision for each 4x4 block in a Macroblock under 
Intra 4x4 type is explained here. Secondly, the mode decision under Intra 16x16 type is explained. Thirdly, the 
best mode decision for Chroma blocks is explained. At last, the best mode decision among Intra 4x4 and Intra 
16x16 for a Macroblock is explained. There are sixteen 4x4 blocks in a Macroblock. Each 4x4 block is 
represented by intra 4x4 modes. There are nine intra 4x4 modes, namely, Vertical (V), Horizontal (H), DC, 
Diagonal Down Left (DDL), Diagonal Down Right (DDR), Vertical Right (VR), Horizontal Down (HD), 
Vertical Left (VL) and Horizontal Up (HU). The best mode is decided for each 4x4 block one-by-one.  

The compressed domain predicted blocks for possible modes of a 4x4 block are calculated. The only 
possible mode on first row and first column is DC mode. The possible modes on first row of blocks are DC, H, 
and HU modes. The possible modes on first column of blocks are DC, V, DDL and VL modes. In other places, 
all the nine modes are possible. Compressed domain residue blocks are calculated by subtracting the 
compressed domain predicted block from compressed domain original block. Those residues are quantized 
aided by QP. The number of bits required to code those quantized residue coefficients and number of bits 
required to represent the intra 4x4 mode are estimated for each mode of that 4x4 block. The sum of all these 
estimated bits is considered as ‘݁ݐܽݎ’ for each mode of the 4x4 block. 
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The quantized residue coefficients are transformed to compressed domain reconstructed residue coefficients. 
The compressed domain reconstructed residue coefficients are added with compressed domain predicted 
coefficients to yield compressed domain reconstructed coefficients. This is done for all the modes of that 4x4 
block. The distortions (TxSSE), for each mode, between the compressed domain reconstructed block and 
compressed domain original block are calculated. ܶܧܵܵݔ = ∑ ∑ ቀቂ௛(௥௢௪,௖௢௟)ଶమమ ቃቁଶଷ௖௢௟ୀ଴ଷ௥௢௪ୀ଴  (5) 

where, ℎ = ܵ × ܩܴܱ) − (ܥܧܴ × ்ܵ 

ܵ = ቌ+512 +409+512 +204 +512 +204−512 −410+512 −205+512 −410 −512 +409+512 −205ቍ 

 .is the compressed domain reconstructed 4x4 block ்ܵ is the transpose of S ܥܧܴ is the compressed domain original 4x4 block ܩܴܱ
Now for each mode, rate-distortion cost is calculated by following equation. ݐݏ݋ܿ݀ݎ௠௢ௗ௘ = ௠௢ௗ௘ܧܵܵݔܶ ≪ 18 + ଵ(ܳܲ) × ,௠௢ௗ௘݁ݐܽݎ ݁݀݋݉ = 0	… 	8 (6) 

ଵ(ܳܲ) is the Lagrangian Multiplier with respect to QP. The mode which has the minimum ݐݏ݋ܿ݀ݎ among 
all modes is selected as the best intra 4x4 mode. The finalized cost is ݐݏ݋ܿ݀ݎ௕௟௢௖௞ . The corresponding 
compressed domain reconstructed 4x4 block is appropriately stored in the reconstructed frame. The same 
process is repeated for all sixteen 4x4 blocks. 

At the end of sixteen blocks, ݁ݐܽݎ௦௬௡௧௔௫, the number of bits required to code the Macroblock type, coded 
block pattern and delta QP, is calculated. The cost of Luma intra 4x4 Macroblock type is calculated as follows. ݐݏ݋ܿ݀ݎ௜ସ = (∑ ௕௟௢௖௞ଵହ௕௟௢௖௞ୀ଴ݐݏ݋ܿ݀ݎ ) + ଵ(ܳܲ) ×  ௦௬௡௧௔௫ (7)݁ݐܽݎ
The cost for Luma Intra 16x16 Macroblock type is calculated as follows. ݐݏ݋ܿ݀ݎ௜ଵ଺ = ܧܵܵݔܶ ≪ 18 + ଵ(ܳܲ) ×  (8) ݁ݐܽݎ
where, ܶܧܵܵݔ = ෍ ෍ ෍ ൬൤ℎ(ݓ݋ݎ, 2ଶଶ(݈݋ܿ ൨൰ଶଷ

௖௢௟ୀ଴
ଷ

௥௢௪ୀ଴
ଵହ

௕௟௢௖௞ୀ଴  ℎ = ܵ × ௕௟௢௖௞ܩܴܱ) − (௕௟௢௖௞ܥܧܴ × ܧܵܵݔܶ ௕௟௢௖௞ is the compressed domain reconstructed 4x4 blockܥܧܴ ௕௟௢௖௞ is the compressed domain original 4x4 blockܩܴܱ ்ܵ = ஼௕ܧܵܵݔܶ +  ஼௥ (9)ܧܵܵݔܶ
where, ܶܧܵܵݔ஼௕ = ෍ ஼௕,௕௟௢௖௞ଷܧܵܵݔܶ

௕௟௢௖௞ୀ଴ ஼௕,௕௟௢௖௞ܧܵܵݔܶ  = ෍ ෍ ൬൤ℎݓ݋ݎ)ܾܥ, 2ଶଶ(݈݋ܿ ൨൰ଶଷ
௖௢௟ୀ଴

ଷ
௥௢௪ୀ଴  ℎܾܥ = ܵ × ௕௟௢௖௞ܾܥܩܴܱ) − (௕௟௢௖௞ܾܥܥܧܴ ×  ௕௟௢௖௞ is the compressed domain reconstructed 4x4 Cb blockܾܥܥܧܴ ௕௟௢௖௞ is the compressed domain original 4x4 Cb blockܾܥܩܴܱ ்ܵ

And the same equations are applicable to Cr block. 
The cost for Chroma Intra 8x8 Macroblock type is calculated as follows. ݐݏ݋ܿ݀ݎ௖ = ܧܵܵݔܶ ≪ 18 + ଵ(ܳܲ) ×  (10) ݁ݐܽݎ
The Macroblock type is decided based on the cost calculated for each type of Macroblock (Intra 4x4 or Intra 
16x16). 
The final cost under Intra 4x4 is, ܿݐݏ݋௜ସ = ௜ସݐݏ݋ܿ݀ݎ +  ௖ (11)ݐݏ݋ܿ݀ݎ
The final cost under Intra 16x16 is, ܿݐݏ݋௜ଵ଺ = ௜ଵ଺ݐݏ݋ܿ݀ݎ +  ௖ (12)ݐݏ݋ܿ݀ݎ
The Macroblock type which has the minimum cost among these two costs is declared as the Macroblock type 
for a given I-Macroblock. 
 

P. Essaki Muthu / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 4 Aug-Sep 2014 1924



C. Compressed Domain Motion Compensation 
The motion compensation process is to predict the block values from the reference frame (previously 

reconstructed frame) with the help of motion vectors. Motion vector is the displacement of the best predicted 
block in the reference frame with the current location of the present frame. The motion vector has two levels of 
motion, namely integer level and sub-pel level. Motion vector is four times of Integer level motion vector plus 
the sub-pel level motion vector. If ݉ݔݒ is the x-direction motion vector and ݉ݕݒ is the y-direction motion 
vector, then the motion vector is ݉ݒ =  .(ݕݒ݉,ݔݒ݉)

There are different block sizes defined in H.264 Standard, namely 16x16, 16x8, 8x16, 8x8, 8x4, 4x8 and 4x4 
blocks. They are defined for each Macroblock while decoded from the H.264 bitstream. The motion vector for 
each block size is used to calculate the predicted block from the reference frame. The location from which the 
block is predicted from reference frame is calculated as follows. (ݔ݂݁ݎ, (ݕ݂݁ݎ = ,ݔݎݎݑܿ) (ݕݎݎݑܿ ≪ 2 +  (13) (ݕݒ݉,ݔݒ݉)

where, (ݔ݂݁ݎ, ,ݔݎݎݑܿ) is the location in the reference frame from where the block is extracted (ݕ݂݁ݎ  is the motion vector calculated while decoding the H.264 bitstream (ݕݒ݉,ݔݒ݉)	 is the location of current block in the current frame (ݕݎݎݑܿ
First, for each block, the reference block is extracted from reference frame using the integer level motion 

vector. Based on sub-pel motion vector information, one or two filters are applied on the extracted reference 
block to obtain the predicted block. Getting the predicted block from reference frame using the motion vector is 
called motion compensation. This is done for Luma and Chroma components separately using the same motion 
vector. The steps followed in the research work for compressed domain motion compensation are 1) Reference 
Block Extraction 2) Sub-pel level Luma Motion Compensation, 3) Compressed Domain Padding, 4) Chroma 
Motion Compensation, and 5) Motion Vector Prediction. 
D. Compressed Domain Motion Estimation 

Bharanitharan, K. et al. [31] proposed a low complexity fast mode decision algorithm for H.264/AVC intra 
prediction that uses discrete cross differences (DCD) to reduce the unlikely candidate modes in the RDO 
calculation. Gerardo, F. et al. [12, 13] presented Macroblock mode decision algorithm for inter frame prediction 
based on data mining techniques to be used as part of a very low complexity heterogeneous video transcoder. 

For a given Macroblock, the best inter block type is decided in the compressed domain motion estimation 
process which is explained here. The results of motion estimation process are listed below. 

1. Best Block Type, i.e., Macroblock Type 
2. Sub-Macroblock Type 
3. Coded Block Pattern for Luma and Chroma, ܾܿ݌ ௉ܻ and ܾܿܥ݌௉ 
4. Motion Vectors and Motion Vector Differences 
5. Distortions in terms of ܶܧܵܵݔ ௉ܻ and ܶܥܧܵܵݔ௉ 
6. Number of bits ݁ݐܽݎ௉ required to code Luma and Chroma Residue coefficients, MVDs, Macroblock 

type, and Sub-Macroblock types (if any) 
7. Predicted and Reconstructed Macroblock  

Finding the best match for a given Macroblock in the reference frame is called Motion Estimation. The 
motion is quantified by motion vector, and the difference in the values. Motion vector is the displacement of 
current block in the reference frame in terms of location deviation. The difference between the original current 
block values and the best matched block values is encoded in H.264. This compressed domain motion 
estimation explains, 1) finding the best match for different block sizes, 2) finding the best block size, and 3) 
doing motion compensation for decided block size. 

There are five different types of Macroblock representation under P-Macroblock, namely, P16x16, P16x8, 
P8x16, P8x8 and PSKIP. The P8x8 type again has sub-types, called P8x8, P8x4, P4x8 and P4x4. The type 
directly says about its block size. In P16x16 type, the block size is 16x16 (Width x Height), the Macroblock size. 
The motion estimation finds the best match of block size 16x16 in the reference frame and gives only one 
motion vector. In P16x8 type, the block size is 16x8, and there are two blocks in a Macroblock, namely top 
16x8 and bottom 16x8. Each block will be represented by a motion vector that motion estimation derives with 
its best match. There are two motion vectors in this P16x8 type. In P8x16 type, the block size is 8x16, and there 
are two blocks in a Macroblock, namely left 8x16 and right 8x16. Each block will be represented by a motion 
vector that motion estimation derives with its best match. There are two motion vectors in this P8x16 type. 

In P8x8 type, the Macroblock is partitioned to four blocks with size of 8x8. Again further partitioning each 
8x8 block, there are four block types for each 8x8 sub-Macroblock. They are P8x8, P8x4, P4x8 and P4x4. If the 
partition is P8x8, then block size is 8x8. There will be only one block in 8x8 sub-Macroblock and so only one 

P. Essaki Muthu / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 4 Aug-Sep 2014 1925



motion vector for this block is decided. Under P8x8, there will be minimum four motion vectors to maximum of 
16 motion vectors. When the partition is P8x4, then bock size is 8x4. There will be two blocks in 8x8 sub-
Macroblock, namely top 8x4 and bottom 8x4 and there are two motion vectors representing each block. When 
the partition is P4x8, then bock size is 4x8. There will be two blocks in 8x8 sub-Macroblock, namely left 4x8 
and right 4x8 and there are two motion vectors representing each block. When the partition is P4x4, then bock 
size is 4x4. There will be four blocks in 8x8 sub-Macroblock, namely topleft 4x4, topright 4x4, bottomleft 4x4 
and bottomright 4x4 and there are four motion vectors representing each block. 

In PSKIP type, the block size under this type is 16x16. But this Macroblock is skipped with MVP and 
assuming the difference is zero (It means that there is the equal match available in the reference frame). The 
motion vector will be derived by the decoder as part of H.264 Standard, so it need not be coded. Motion 
estimation process is to find the best match of a given block in the reference frame. It is very easy to slide pixel-
by-pixel to find the best match, when the reference frame and given block are in spatial domain. In compressed 
domain, both the reference frame and given block are in transform domain. So sliding technique is not possible 
in compressed domain. In order to perform the sliding technique of motion estimation, both the reference frame 
and block are transformed to pseudo domain (it is neither pixel domain nor transform domain). And then the 
best match, its motion vector, and its cost under each block type are calculated.  

The steps involved in motion estimation are given below. 
1. Pre-processing the original input Macroblock - Pre-processing is the process of transforming the 

compressed domain 4x4 coefficients to pseudo domain 4x4 coefficients. This pre-processing is 
applied on each 4x4 block of a Macroblock. 

2. Predicting motion vector under PSKIP type, under P16x16 type and its integer offset vectors 
3. Finding Search Area and creating energy tables 
4. Motion Vector estimation for P16x16 type, P16x8 type, P8x16 type, P8x8 type 
5. Motion compensation of all types and finding its ݐݏ݋ܿ݀ݎ 
6. Finding the best block type among PSKIP, P16x16, P16x8, P8x16 and P8x8 

E. Compressed Domain Mode Decision 
The best mode (Intra or Inter) is decided for a Macroblock as follows. 
Coded block patterns under Intra 4x4 is calculated. ܾܿ݌ூସ×ସ = ݌ܾܿ ூܻସ×ସ + ூܥ݌ܾܿ) ≪ 4) (14) 

The number of bits required to code ܾܿ݌ூସ×ସ is calculated [32], represented as ݌ܾܿ݁ݐܽݎூସ×ସ. If the coded 
block pattern is not zero, then one bit (ܳܽݐ݈݁݀݁ݐܽݎ ூܲସ×ସ) is required to mention the delta QP (variation of QP of 
present Macroblock against the previous Macroblock). But ܳܽݐ݈݁݀݁ݐܽݎ ூܲଵ଺×ଵ଺ = 1 always. 
The rate for Macroblock Type is calculated as follows. ܾ݉݁݌ݕݐூଵ଺×ଵ଺ 	= ൜13 + ூଵ଺×ଵ଺݁݀݋݉ݐݏܾ݁ + ூܥ݌ܾܿ ≪ 2, ݌ܾܿ ூܻଵ଺×ଵ଺ = 151 + ூଵ଺×ଵ଺݁݀݋݉ݐݏܾ݁ + ூܥ݌ܾܿ ≪ 2, ݁ݏ݈݁  (15) 

ூଵ଺×ଵ଺݁݌ݕݐܾ݉ = ൜ ,ூଵ଺×ଵ଺݁݌ݕݐܾ݉ ܫ − 5݁݉ܽݎ݂ ,ூଵ଺×ଵ଺݁݌ݕݐܾ݉+ ܲ −  (16) ݁݉ܽݎ݂

ூସ×ସ݁݌ݕݐܾ݉ = ൜1, ܫ − ,5݁݉ܽݎ݂ ܲ − ݁݌ݕݐܾ݉݁ݐܽݎ .ூଵ଺×ଵ଺ are calculated as shown below݁݌ݕݐܾ݉݁ݐܽݎ ூସ×ସ and݁݌ݕݐܾ݉݁ݐܽݎ (17) ݁݉ܽݎ݂ = 2	 ×	ቒ݈݃݋ଶ ቀቂ௠௕_௧௬௣௘ଶ ቃ + 1ቁቓ 	+ 	1 (18) 

Now rate for Intra 16x16 and I4x4 are calculated. ݁ݐܽݎூସ = ݁ݐܽݎ ூܻସ×ସ + ூସ×ସܥ݁ݐܽݎ + ூସ×ସ݁݌ݕݐܾ݉݁ݐܽݎ + ூସ×ସ݌ܾܿ + ܳܽݐ݈݁݀݁ݐܽݎ ூܲସ×ସ (19) ݁ݐܽݎூଵ଺ = ݁ݐܽݎ ூܻଵ଺×ଵ଺ + ூଵ଺×ଵ଺ܥ݁ݐܽݎ + ூଵ଺×ଵ଺݁݌ݕݐܾ݉݁ݐܽݎ + ܳܽݐ݈݁݀݁ݐܽݎ ூܲଵ଺×ଵ଺ (20) 

Now RD-Costs for Intra 16x16, Intra 4x4 and Inter mode types are calculated. ݐݏ݋ܿ݀ݎூସ = ܧܵܵݔܶ) ூܻସ×ସ + (ூସ×ସܥܧܵܵݔܶ ≪ 18 + ଵ × ூଵ଺ݐݏ݋ܿ݀ݎ ூସ (21)݁ݐܽݎ = ܧܵܵݔܶ) ூܻଵ଺×ଵ଺ + (ூଵ଺×ଵ଺ܥܧܵܵݔܶ ≪ 18 + ଵ × ௉ݐݏ݋ܿ݀ݎ ூଵ଺ (22)݁ݐܽݎ = ܧܵܵݔܶ) ௉ܻ + (௉ܥܧܵܵݔܶ ≪ 18 + ଵ ×  ௉ (23)݁ݐܽݎ

The mode which has minimum ࢚࢙࢘࢕ࢉࢊ is selected as best mode of the given Macroblock. Based on the 
decided mode, the syntax elements (all the related parameters) are updated for further reference. 
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F. Quantization 

The quantization process is defined in H.264 Standard [33]. The quantizer is merged with the scaling matrix 
from DCT to reduce rounding loss. The quantization is performed as, ܳܺ(ݕ, (ݔ = ,ݕ)൫ܺ݊݃݅ݏ ൯(ݔ ∙ ቔ|௑(௬,௫)|∙ெி(௬,௫)ାை௙௙௦௘௧ଶభఱశ೜೛೛೐ೝ ቕ , ݕ = 0…3, ݔ = 0…3 (24) 

where, ܳܺ is the quantized values, ݊݃݅ݏ(ܺ) is the sign of transformed values. +1 for positive and -1 for negative, ∙ is the dot product and |ܺ| is the absolute values of ܺ 

ܨܯ = ቌܽ ܾܾ ܿ ܽ ܾܾ ܿܽ ܾܾ ܿ ܽ ܾܾ ܿቍ is Scaling matrix combined with quantization. It has three unique values which are 

spread in a 4x4 matrix, shown in Table I (Equn 8-427 of [33]). ܱ݂݂ݐ݁ݏ is the offset value added for possible 
rounding ܱ݂݂ݐ݁ݏ = ൜342	 ≪ (4 + ,(ݎ݁݌݌ݍ ܲ − 682݁݉ܽݎ݂ ≪ (4 + ,(ݎ݁݌݌ݍ ܫ − ݁݉ܽݎ݂  (25) 

ݎ݁݌݌ݍ = ඌܳ6ܲ ඐ  ݎ݁ݐ݁݉ܽݎܽ݌	݊݋݅ݐܽݖ݅ݐ݊ܽݑݍ	ℎ݁ݐ	ݏ݅	ܲܳ	݁ݎℎ݁ݓ	

TABLE I MULTIPLICATION FACTOR TABLE ܋ ܊ ܉ (۾ۿ)܌ܗܕ ܋ ܊ ܉ (۾ۿ)܌ܗܕ ܋ ܊ ܉ (۾ۿ)܌ܗܕ 

0 13107 8066 5243 2 10082 6554 4194 4 8192 5243 3355 

1 11916 7490 4660 3 9362 5825 3647 5 7282 4559 2893 
G. Compressed Domain Reconstruction 
The reconstruction process in the encoder is listed as follows. 

1. The best Macroblock Type, Sub-Macroblock Types, Luma Intra modes, Chroma Intra modes, 
Number of SKIP Macroblocks, Number of nonzero coefficients of each Sub-Macroblocks, motion 
vectors, and QPs are stored appropriately for further reference. 

2. The reconstructed Macroblock which is calculated by best mode decided is stored in reconstructed 
frame for further prediction / reference. 

3. The predicted Macroblock which is calculated by best mode decided is used in decoding path of the 
encoder to find the reconstructed residue Macroblock. 

4. The quantization, transform converters are followed the same as explained in decoding process. The 
QP could be forced to adjust the compression ratio. 

5. After finishing all Macroblocks in the frame, the deblocking filter is applied to smoothen the 
boundaries. The deblocking filtered reconstructed frame is kept as reference frame. 

6. The unfiltered reconstructed frame is used for intra prediction of the current frame. 
H. Entropy Encoding and Generation of H.264 bitstream 

The residue coefficients are encoded by Context Adaptive Variable Length Coding (CAVLC) technique. The 
syntax elements are encoded by Exp-Golomb Encoding technique mentioned in [33]. 

III. EXPERIMENTATION 

The compressed domain processes, i.e., Intra mode decision, Motion Estimation, Mode Decision and Motion 
Compensation are designed and developed. The entire Encoder was coded in MATLAB. The input of encoder 
was compressed domain frames. The inputs were generated by transforming the raw YUV 4:2:0 video with the 
help of core forward transform. The encoding process was performed and H.264 bitstreams were generated. The 
compliance of generated bitstream was checked by decoding the bitstream by JM decoder. It was found that the 
bitstream was in compliance with H.264 Standard. For the presentation in this research work, three different CIF 
sequences (which are 4:2:0 Chroma Subsampling) have been used as data to assess the efficacy of the algorithm 
developed. They are 1) Akiyo (which has low motion) 2) Foreman (Camera panning and fast motion) and 3) 
Mobile (which is colorful and various motion). Each video sequences are having 300 frames. The frame rate is 
25 fps. The compression characteristics of those video sequences are shown in Fig. 2. It shows the motion / 
behavioral deviations between the sequences. This plot is obtained by compressing those video sequences by 
x264 software with different QP (varying from 1 to 51).  
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Fig. 2 Characteristics of CIF sequences (Akiyo, Foreman and Mobile) 

IV. RESULTS AND ITS ANALYSIS 

Metrics measured as results of Transcoding are 1) File size, 2) Quality (in terms of PSNR) and 3) 
Complexity (in terms of mopf). Akiyo, Foreman and Mobile sequences are compressed by x264 encoder with 
QP = 7. The H.264 bitstreams are used as input of the transcoder models. The screen size is resized from CIF 
(352 x 288) to QCIF (176 x 144). The QP is varied at the encoder from 7 to 42 insteps of 7 (i.e., QP = 7, 14, 21, 
28, 35, 42). File Sizes (in Kilo Bytes) of the transcoded bitstreams for Reference Model, Standalone Mode and 
Reuse Mode of Research Model are listed in Table II. The quality of output of those models for the given 
bitstreams is measured in terms of PSNR (in dB) and listed in Table III. The complexity in terms of million 
operations per frame (mopf) of those models for the given bitstreams is listed in Table IV. 

TABLE II 
 FILE SIZES (KILO BYTES) OF TRANSCODED BITSTREAMS 

QP 
Akiyo Foreman Mobile 

Reference 
Model 

Research 
Model 

Reference 
Model 

Research 
Model 

Reference 
Model 

Research 
Model 

7 883 865 3023 3443 5261 5354
14 328 326 1419 1775 3410 3518
21 148 142 617 826 1948 2013
28 61 58 223 332 842 857
35 27 26 85 134 241 229
42 15 14 40 58 71 79

TABLE III 
QUALITY (PSNR IN DB) OF TRANSCODED BITSTREAMS 

QP 
Akiyo Foreman Mobile 

Reference 
Model 

Research 
Model 

Reference 
Model 

Research 
Model 

Reference 
Model 

Research 
Model 

7 53.5 53.8 52.6 53.2 52.3 52.8 
14 48.5 48.9 46.7 47.3 45.6 46.4 
21 44.2 44.3 41.8 42.1 39.5 39.8 
28 39.4 38.6 37.1 37.2 33.4 33.8 
35 35.1 33.6 33.3 33.1 28.2 28.2 
42 31.4 30.8 30.0 28.7 24.5 22.6 

TABLE IV 
COMPLEXITY (MOPF) OF TRANSCODED BITSTREAMS 

QP 
Akiyo Foreman Mobile 

Reference 
Model 

Research 
Model 

Reference 
Model 

Research 
Model 

Reference 
Model 

Research 
Model 

7 44.23 62.29 47.18 67.40 63.62 89.60 
14 38.88 49.85 45.94 57.42 48.03 60.04 
21 33.73 47.51 41.28 55.79 40.75 53.62 
28 34.39 47.11 37.39 52.67 29.14 37.85 
35 28.94 40.18 32.72 44.83 28.66 35.83 
42 20.85 29.79 29.10 39.32 18.60 23.25 
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1. Compliance to H.264 Standard 
The output of the transcoder must be compliance to H.264 Standard. 

 
 
 
 
 
 
 
 
 
 

 

 
 

 

Fig. 3 Architecture for H.264 Standard compliance check 

The syntax elements for those transcoded bitstreams are checked and found compliance with H.264 Standard 
by simply decoding the transcoded bitstreams by JM decoder as shown in Fig. 3. The analysis of results between 
research model and reference model is done in terms of the metrics as follows, 1) Compliance to H.264 
Standard, 2) Perceptual Video Quality, 3) Objective Quality (PSNR) of Frames, 4) Bits consumed by Frames, 5) 
Complexity (mopf) of Frames, 6) Objective Quality (PSNR) vs. Bitrate – RD-Plot, and 7) Quality + Bitrate + 
Complexity of Frames – RDC-Plot.The compressed domain reconstructed frames which are used in research 
model are converted to spatial domain reconstructed frames. The transcoded H.264 bitstream is decoded to 
spatial domain frames by reference decoder. These two video frames are compared and found same, resulting 
the transcoded H.264 bitstream is in compliance with H.264 Standard. 
2. Perceptual Video Quality 

The visual quality and bitrate of the research work are compared with reference model. The quality of the 
resized video is comparable with the reference model and found less distortion. Three different input bitstreams 
of same screen size, CIF (352 x 288) with QP = 7 are transcoded to QCIF (176 x 144) with QP = 14. The sample 
shots are shown in Fig. 4 to 6. Akiyo sequence, which is slow motion, news reading sequence is shown in Fig. 4. 
Foreman sequence, which is commonly used in Video compression world, is shown in Fig. 5. The decoded 
bitstream (in CIF resolution) is shown in left side of Fig. 5. The video sequence is resized to QCIF resolution. 
Then the resized video is encoded by reference model and research work, which are shown in right side of Fig. 5. 
The fast moving and colorful sequence is mobile. The decoded frame, encoded frame by reference model and 
research model of mobile sequence are shown in Fig. 6. The perceptual visual qualities of those sequences are 
same. The visual comparisons of reference and research model of those sequences transcoded with QP = 14 are 
shown Fig. 7. 

CIF (352 x 288) QCIF (176 x 144) 

 
(a) Input bitstream 

 
(b) Reference Model 

 
(c) Research Model 

Fig. 4 Frame number 1 of Akiyo Sequence a) Input bitstream b) Encoded by reference model c) Encoded by research model 
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CIF (352 x 288) QCIF (176 x 144) 

 
(a) Input bitstream 

 
(b) Reference Model 

 
(c) Research Model 

Fig. 5 Frame number 90 of Foreman sequence a) Input bitstream b) Encoded by reference model c) Encoded by research model 

CIF (352 x 288) QCIF (176 x 144) 

 
(a) Input bitstream 

 
(b) Reference Model 

 
(c) Research Model 

Fig. 6 Frame number 238 of Mobile sequence a) Input bitstream b) Encoded by reference model c) Encoded by research model 

Reference 
Model 

Research 
Model 

Reference 
Model 

Research 
Model 

Reference 
Model 

Research 
Model 

   

   

   

   

   
Fig. 7 Frame number 1, 61, 121, 181 and 241 of encoded Akiyo, Foreman and Mobile Sequence 
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3. Objective Quality (PSNR) of Frames 
PSNRs with respect to resizer output (spatial domain) for each frame of reference model and research 

model output bitstreams with QP = 14 have been compared. The Fig. 8 to Fig. 10 indicated that PSNR of 
research model is very closer to reference model, but it very negligible. At least 2dB deviation cannot be 
identified by naked eyes. PSNR for each component is calculated as follows. ܴܲܵܰ = 20 × log ቀ ଶହହ√ெௌாቁ (26) 

where ܧܵܯ =	 ௌௌா௪௜ௗ௧௛×௛௘௜௚௛௧ ܧܵܵ	݀݊ܽ	 = ∑ ∑ ,ݔ)ݐݑ݋) (ݕ − ,ݔ)݂݁ݎ ଶ௛௘௜௚௛௧ିଵ௬ୀ଴௪௜ௗ௧௛ିଵ௫ୀ଴((ݕ  

 

 
Fig. 8 Quality Comparison of Akiyo Sequence 

 
Fig. 9 Quality Comparison of Foreman Sequence 

 
Fig. 10 Quality Comparison of Mobile Sequence 

For a 4:2:0, average quality i.e., PSNR of a frame is calculated as a weighted average of three 
components as shown below. ܴܲܵܰ = ସ×௉ௌேோ௒ା௉ௌேோ஼௕ା௉ௌேோ஼௥଺  (27) 

where ܴܻܲܵܰ is PSNR of Luma component, ܴܾܲܵܰܥ is that of Cb and ܴܲܵܰݎܥ is that of Cr component. The 
average PSNR at different bitrates of different sequences are shown in Fig. 11 to Fig. 13. 
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Fig. 11 Mean PSNR vs. QP of Akiyo Sequence 

 
Fig. 12 Mean PSNR vs. QP of Foreman Sequence 

 
Fig. 13 Mean PSNR vs. QP of Mobile Sequence 

4. Bits consumed by Frames 
The Fig. 14 to 16 showed that the bits consumed by each frame of those sequences. The results showed 

that research model has taken 10% extra bits that of reference model for each frame. But the deviation may not 
be visible in Akiyo and Mobile; but it is visible in Foreman plot. The reasons for taking excessive bits than 
reference model are 1) The reference model works on spatial domain; research model works on compressed 
domain where the precision is limited in mode decision and motion estimation, 2) The reference model uses 
rigorous sliding techniques to find the best match in motion estimation; the research model uses restricted 
searching technique to address the hardware implementation. 
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Fig. 14 Bits spent Comparison of Akiyo Sequence 

 
Fig. 15 Bits spent Comparison of Foreman Sequence 

 
Fig. 16 Bits spent Comparison of Mobile Sequence 

The bits taken by bitstreams for different QPs are compared in Fig. 17 to 19. The bits of the entire 
sequence are summed to get total bits (file size) for a given QP. The Figs. 17 to 19 are plot with file size vs. QP. 
It is observed that the file size of research model is 10% more than that of reference model. 
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Fig. 17 File size vs. QP of Akiyo Sequence 

 
Fig. 18 File size vs. QP of Foreman Sequence 

 
Fig. 19 File size vs. QP of Mobile Sequence 

5. Complexity (mopf) of Frames 
The computational complexity is calculated based on number of operations such as addition, 

subtraction, multiplication and shifting in the transcoding path. The complexity of decoding, resizing and 
encoding each frame is computed in terms of operations. The computational complexities obtained from 
transcoding by reference model and transcoding by research model are compared which are shown in Fig. 20 to 
22. Because research model worked in compressed domain, its complexity is 10-20% higher than that of pixel 
domain reference model. 
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Fig. 20 Complexity comparison for Akiyo Sequence 

 
Fig. 21 Complexity comparison for Foreman Sequence 

 
Fig. 22 Complexity comparison for Mobile Sequence 

The computational complexities of the entire sequence are averaged to get mean complexity (mopf) for 
a given QP. The computational complexities by bitstreams for different QPs are compared in Fig. 23 to 25, 
which are plot with mean Complexity vs. QP. 

 
Fig. 23 Mean Complexity vs. QP for Akiyo Sequence 
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Fig. 24 Mean Complexity vs. QP for Foreman Sequence 

 
Fig. 25 Mean Complexity vs. QP for Mobile Sequence 

6. PSNR vs. Bitrate (RD Plot) 
Next the PSNR vs. bitrate plot (RD plot) is done to evaluate the quality. The Video quality vs. bitrate of 

the research model is very closer with the reference model. The comparisons for the above-said Akiyo, Foreman 
and Mobile sequences are shown in Fig. 26 to 28. It is clearly noted that the quality at different bitrates is on-par 
with that of reference software. 

 
Fig. 26 Quality vs. Bitrate of Akiyo Sequence 
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Fig. 27 Quality vs. Bitrate of Foreman Sequence 

 
Fig. 28 Quality vs. Bitrate of Mobile Sequence 

7. Rate-Distortion-Complexity (RDC) Plot 
The new metric called RDC-plot is introduced in this research work. The combination of bits consumed, 

the quality in terms of SSE and complexity in mopf are combined as follows for each frame. ܴܥܦ = ܧܵܵ +	஺ × ݏݐܾ݅ +	஻ ×  (28) ݌݋݉
where  

஺ = 	ଵ(ܳܲ)2ଵ଼ 	ܽ݊݀	஻ = ଶ(ܳܲ)2ଵ଺ × 10ଶ 

஺	ܽ݊݀	஻ are Lagrangian Multipliers. The RDC-Plots for the same sequences are plotted in Fig. 29 to 31. 

 
Fig. 29 Rate-Distortion-Complexity comparison for Akiyo Sequence 
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Fig. 30 Rate-Distortion-Complexity comparison for Foreman Sequence 

 
Fig. 31 Rate-Distortion-Complexity comparison for Mobile Sequence 

V. CONCLUSION 

Video transcoding is a core technology for providing universal multimedia access by the Internet users with 
different access links and devices. Video compression algorithms used in the standardizing H.264 are very 
different and difficult from that of in the previous traditional video compression standards. This research work 
proposed a new approach of compressed domain homogenous video encoder in the transcoder path using integer 
transform in compliance with H.264 Standard. The complete architecture of compressed domain encoder using 
Integer transform in compliance with H.264 Standard has been developed. Standard YUV sequences have been 
used and the efficacy of this algorithm has been demonstrated through various performance parameters. The 
compressed domain processes have been modified to suit the hardware implementation. This research work 
paved a way of using integer transform in video transcoding architectures.  Another metric RDC has been 
proposed to measure the efficacy of encoder. The integer transform based processes definitely help 
implementing the algorithm in hardware. 
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