An Improved Fuzzy Guided Genetic Algorithm for the Selection of Web Services
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Abstract—Web services are integrated web-based applications that function over a protocol backbone. Web service selection is one of the most important steps in many of the web service applications such as UDDI registries and web service repositories. Each web service has its own functionality which matches the service request. QoS plays a major role in selecting web services in terms of qualitative measure. The problem addressed in this paper is to select the exact web service in a dynamic environment which matches the consumer request with optimum solution quality. At first, a three-parent genetic algorithm has been introduced in this paper and compared with the existing two parent GA. Next An Improved FGA is proposed that considers the user’s preference given for the quality attributes and looks for the services in dynamic composite services. As in FGA, the fuzzy controller adjusts the crossover and mutation rates accordingly and the Gaussian membership function is used in fuzzy engine to obtain finer granularity in fuzzy sets. As a result an exact service that matches the consumer’s quality requirements is obtained. Results were compared with the existing FGA and presented.
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I. INTRODUCTION

Soft computing provides a model for cognitive behaviour of human mind. Soft computing aims to exploit imprecision tolerance, uncertainty, robustness and low solution. The constituents of soft computing are fuzzy logic, Probabilistic reasoning and Neuro computing [1]. These are intelligent technologies that have drawn an increasing attention in web services. Web services are becoming technology that is used to share data in different domains. Web Service acts as an interface that describes a set of operations that are accessed through network using standardized XML language. This description using XML notion is termed as service description. It contains all the necessary details to communicate with the services such as messages, protocols and destination. Since web services are platform and language independent these are loosely coupled and component oriented. Programs that provide simple services may interact with each other for delivering sophisticated value added services called as composite services. The processes of developing the composite services are called service composition [2].

To develop such composite services, it is necessary to discover and select those web services based on service requests. Web Service Description Language (WSDL) standard is used to describe the functional aspects of web service in the form of a service description that is expressed in Universal Description, Discovery and Integration (UDDI) registries [3]. When service request is given it is compared with the available Web service description to find the service that provides exact functionality. As the web service increases, there can be more than one web service which satisfies the user requirements. They differ in Performance, Response time and security. Similar to the service description, the quality of services (QoS) is also provided by the providers. The QoS is of two types that is technical and managerial. The general technical QoS attributes includes reliability, throughput, response time, reputation, cost and availability. The managerial QoS attributes has ownership, contract, payment, service provider [4]. Therefore, there must be a standardized mechanism based on the consistent view of non-functional requirements [5].

The objective of the web service selection is to maximize the QoS values. Selected web service should have high reputation, reliability and availability whereas the cost and response time should be less. Since the services come and goes online dynamically there must be a mechanism to handle the dynamic nature of web services. There are some related works which enable the users to select web services dynamically. But these works failed to express the quality and the optimum result generation. In this paper, we propose a stochastic model for the web service selection using Improved FGA technique. The usage of the fuzzy algorithm with genetic algorithm helps in finding the better match for the service request. The fuzzy logic controller is used to adjust the crossover and mutation rates dynamically for every ten generations thereby increasing the solution quality [5]. Here, fuzzy Gaussian membership function is used instead of triangular membership function to increase the reliability and robustness of the system in fuzzy logic design [6] and the reproduction phase in genetic algorithm follows a three-parent crossover. A study of related works is done and the results are compared. The remainder
of this paper is structured as follows Section-II describe the problem formulation, Section-III and Section-IV reviews the related work done. Section-V and Section-VI presents the proposed improved fuzzy genetic algorithm. In Section VII the experiments and results of this study were analysed and compared, Section-VIII presents the conclusions drawn from the proposed work.

II. PROBLEM FORMULATION

A. Web Service Selection Problem

Consider a travel plan domain given in Fig. 1. A person needs to spend his vacation and looks for a travel Agency that offers best services at low cost. The services which the Agent offers are:

- Airline ticket Reservation
- Renting a car or bus from Airport to hotel
- Hotel Booking
- Engaging a guide

![Fig. 1. Example for Travel Agent Web Service](image)

The service providers (Taxi, guide, Airlines, hotel) provide web services and offerings to perform reservations. To guarantee payments made by the customers credit card companies also offer services.

Since the nature of the web service is loosely coupled the agent may not have any prior agreement with the service providers thereby allowing independent access to more web services and offer more options to customers and to receive sophisticated services from credit card companies making the customers happy and the service providers can offer services broadly and therefore generating business for themselves.

The problem addressed here is simple and the agent must be able to get the exact services what customers are looking from the service provider. The customer looks for quality in the service offered by the agents. The agent must choose the service with quality at lowest price. Hence, quality plays a major role. The web service architecture must be remodelled to meet the consumer needs.

Given,

- A composite web service consisting of number of web services and it is denoted as $\mathbb{W} = \{\mathbb{W}_1, \mathbb{W}_2, \ldots, \mathbb{W}_n\}$ where $n$ is the number of services available in web service registry.
- QoS values for the Reliability, Availability, Reputation, cost, Response time are $Q_{ij}^{Rel}, Q_{ij}^{Av}, Q_{ij}^{Rep}, Q_{ij}^{Cost}, Q_{ij}^{Respt}$
- Weights assigned for the QoS parameters are $W_{Rel}, W_{Av}, W_{Rep}, W_{Cost}, W_{Av}$

In general the QoS criteria must be $Q_{ij}^{Rel}, Q_{ij}^{Av}, Q_{ij}^{Rep} > Q_{ij}^{Cost}, Q_{ij}^{Respt}$

III. RELATED WORK

Most of the user feel that the result generated in their web search are infeasible and unrelated. This has drawn the researcher’s attention to concentrate on the web service selection problem. Some of the related work in this area includes Dynamic QoS management, Web service selection using different algorithms.

Imprecise QoS constraints allow users to flexibly specify the QoS demands. Fuzzy logic is proposed for the web service discovery and selection problem. Methods for specifying fuzzy QoS constraints and for ranking web service based on their fuzzy representation were discussed [3]. Fuzzy controller is used to control the crossover and mutation rates. As fitness increases the mutation and crossover rates also increases [4].
Global QoS optimizing and multi-objective ant colony optimization proposed for the dynamic web service composition. A model of web service selection with QoS global optimization is taken and converted to a multi-objective optimization with user constraints [5]. The evolution of fuzzy classifier for data mining is the current research topic. An application of genetic programming to the evolution of fuzzy classifiers can detect faulty products and shall discover intrusions in computer network [6].

A heuristic approach based on Hill-Climbing which makes use of linear programming that works on a reduced space can reduce the time complexity and find near optimal solutions [7]. A fuzzy QoS architecture is proposed to include user preferences and quality of services. An approach for storing and retrieving syntactic and semantic information about web services and Semantic Annotated WSDL to create semantic annotated web service description is proposed [8].

A collaborating filtering approach for predicting the QoS values and web recommendations based on the previous users experience of the users. [9]. A method to determine the extent to which a service satisfies the QoS requirements is done by evaluating satisfaction scores for each service and the overall satisfaction score is used to determine the exact match instead of finding a best service which over qualifies the QoS requirements of the user [10].

A penalty based genetic algorithm is proposed to handle the web service composition problem. A local optimizer is used to improve the individuals in the population. If the infeasible individuals are excluded from the population the genetic algorithm may not produce optimal results. Hence, a penalty is given for the infeasible individuals and included in the population [11]. A QoS based dynamic service composition with Ant colony optimization for web services is proposed. A multi-objective optimal-path selection for QoS-based dynamic web service composition problem is addressed with the Ant colony optimization (ACO) algorithm [12].

Composition of web service through Domain Specific language for the specification of functional requirements and expected QoS in the form of constraints is proposed. Two different techniques for optimization were discussed constraint programming and integer programming approach [13].

In this paper we are following the idea of using Genetic Algorithm for the optimization problem and fuzzy logic to match the QoS parameters of requestor and provider. The fuzzy logic controller is used to control the crossover and mutation rates for every 50 generations and the result is given to fuzzy engine, so that an optimal solution with best the quality is obtained.

IV. MATERIALS AND METHODS

B. QoS, Weight Metrics and Fitness Function Evaluation

The QoS may be of two types static and dynamic. A static property of a web service is defined at the time when it is described and the dynamic property requires measuring and updating the value periodically. The QoS values can be positive or negative. The QoS values are generated dynamically between (0,1) [11]. For example, customer may want to buy a service with low cost and low response time which leads to negative values whereas the performance and integrity might result in positive values [14]. The QoS values considered are Reliability, Availability, Response time, Cost and Reputation.

1) Reliability: Reliability was measured from the ratio of all of the times that the users request for the service successfully divided by all of the times that the users request for the service in specific time which can be calculated from the following equation:

\[ \text{Rel} = \frac{T_s}{T_A} \]  \hspace{1cm} (1)

Where, Rel is the reliability. \( T_s \) denotes all the times that the users request for the service successfully in a specific time. \( T_A \) means all of the times that the users request for the service in specific time.

For instance, the users requested for services four times in the specific time, but three of them are successfully, while the remaining one is failed. So, the reliability is \( \frac{3}{4} \) or 0.75.

2) Availability: It is the ratio of period of time the service is accessed successfully and the period of time the requestor spends in requesting the service.

\[ \text{Ava} = \frac{N_s}{N_A} \]  \hspace{1cm} (2)

Where Ava is the Availability, \( N_s \) refers to the time service is accessed and \( N_A \) refers to the time requestor spends in requesting the service.

3) Response time: Response time refers to the time since the users sends the request for a particular service and the time taken by the server to response to the request.

\[ \text{Respt} = 1 - \frac{RT}{\Sigma RT_i} \]  \hspace{1cm} (3)

4) Cost: Cost refers to the ratio of service charge laid by the providers and rate of service charge of all service providers; this can be calculated by the following equation.
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Cost = $\frac{1-S_C}{S_{ci}}$ (4)

$S_C$ is the service charge; $S_{ci}$ is the sum of rate of service charge of all service providers. [15]

5) **Reputation**: Reputation refers to the trustworthiness. It mainly depends on the user’s experience towards a service. It is measured by the following formula.

$$\text{Rep} = \frac{\sum_{i=1}^{n} R_i}{N_S}$$ (5)

Where $R_i$ is the ranking of the service based on user’s experience, $N_S$ is the number of times the service has been graded [16].

C. **Fitness Evaluation**

A QoS matrix is built to record the quality information of each service ($Q_{ij}$, where $1<i<n, 1<j<m$) in which columns represent to the quality attribute and rows corresponds to services. The quality attributes may be positive or negative. Higher the value higher the quality. The overall fitness function is given by,

$$F_{ij} = \frac{W_{Resp} Q_{ij}^{Resp} + W_{Cost} Q_{ij}^{Cost}}{W_{Av} Q_{ij}^{Av} + W_{Rel} Q_{ij}^{Rel} + W_{Rep} Q_{ij}^{Rep}}$$ (6)

The above formula is used to compute the overall fitness score for each web service.

D. **Weight Metrics**

The users can express their preference towards service by specifying the weight given to each quality attribute. For each consumer request $R_t$ there are $l_t$ candidate services that are available to which the request can be assigned. The problem addressed in the QoS based service selection is to select an exact match for the request from the available candidate services so that the overall QoS of the composite service can be maximized.

i.e. Max ($\sum_{i=1}^{n} \sum_{j=1}^{l_t} W_{ij} F_{ij}$)

$$\sum_{j=1}^{l_t} W_{ij} = 1$$ (7)

Where $F_{ij}$ is the fitness score of the $j^{th}$ candidate service for the $R^t$ request in the service composition.

V. **THREE PARENT GENETIC ALGORITHM**

E. **Genetic Algorithm**

Genetic algorithms (GA) were invented by John Holland in 1960. The GA works by creating a random population of candidate solutions for an optimization problem to be solved for a better solution. This is an iterative process in which population at each iteration is termed as generation. The fitness is evaluated at each generation for every individual and the function used is known as objective function or fitness function. The more fitted solutions are identified and the parent which produces it were altered (using generic operators: Crossover and Mutation) to produce a new offspring. The same algorithm is applicable for the newer generation. This algorithm continues until maximum generations are reached or the satisfactory fitness level is obtained.

F. **Two–Parent Genetic Algorithm**

A two parent genetic algorithm takes two individuals from the population, consider it to be the parents and produces offspring accordingly. The parents are selected based on the fitness score of the individuals. After the selection, crossover is made. Algorithm for two-parent genetic algorithm is given in Fig 2.

1) **Selection**: Tournament Selection is a most popular methodology for offspring selection because of its easy implementation and efficiency. The $n$ individuals are randomly selected from the huge population and the selected individuals are made to compete with one another. The individual with highest fitness wins and is placed in the next generation. The number of individuals in each tournament is referred to as tournament size ($k$) [20].
1. // Set GA parameters
   n->population size, G->Total Number of Generations
   µ-> Mutation Rate, α->Crossover Rate
2. // Initialize the population
   P_k: population created randomly with specified population size
3. // Evaluate the P_k
   Calculate fitness (i) for each I ∈ P_k
   do
     {
       Selection:
       Tournament selection with specified k value is applied for selection.
       Crossover:
       Select pairs from sorted list, perform crossover such that α x n = No. of pairs to be coupled for mating
       Place the newer off springs in P_{k+1}
       Mutation:
       Select µ x n individuals of P_{k+1}; invert the bits of selected individual.
4. // Evaluate P_{k+1}
   Compute fitness (i) of each individual, i ∈ P_{k+1}
5. // Increase the generation
   k=k+1;
   }
   Return fittest individual at each generation, Continue steps 3 to 5 until the specified G is reached.

2) Two-Parent Uniform Crossover: In two parent uniform crossover, offspring is produced by copying the bits randomly from the first parent or from the second parent. The off spring thus produced acquires the genes of both parent and thus becomes a better solution than parents. For example (see TABLE I)

<table>
<thead>
<tr>
<th>First Parent</th>
<th>11001011</th>
</tr>
</thead>
<tbody>
<tr>
<td>Second parent</td>
<td>11011101</td>
</tr>
<tr>
<td>Off Spring 1</td>
<td>11011111</td>
</tr>
<tr>
<td>Off Spring 2</td>
<td>11001001</td>
</tr>
</tbody>
</table>

G. Three-Parent Genetic Algorithm

Three-parent genetic algorithm in turn takes three individuals from the population and produces three off spring. At first, fitness is calculated for each individual in the population. The individuals are ranked based on the fitness score. The individual with highest score is chosen as the first parent, second and third parent are taken by measuring the distance from the first parent. The three parents are altered and mutated by the process of crossover and mutation to produce newer off spring. The algorithm for three parent genetic algorithm is shown in the Fig. 3
1. // Set GA parameters
   n->population size, G->Number of Generations
   μ-> Mutation Rate, α->Crossover Rate

2. // Initialize the population
   
P_k: population created randomly with specified population size

3. // Evaluate the P_k
   Calculate fitness (i) for each i ∈ P_k
   do
   |
   Selection:
   Tournament selection with specified k value is applied for selection.
   |
   Crossover:
   first_parent= Individual with highest fitness score
   second_parent and third_parent= Individual with minimum distance from first parent.
   α x n =No. of triplets to be coupled for mating. Place the newer off springs in P_{k+1}
   |
   Mutation:
   Select μ x n individuals of P_{k+1}; invert the bits of selected individual.

4. // Evaluate P_{k+1}
   Compute fitness (i) of each individual, I ∈ P_{k+1}

5. // Increase the generation
   k=k+1;
   |
   Return fittest individual at each generation.
   |
   Continue steps 3 to 5 until the specified G is reached.

**Fig. 3. Algorithm for three parent genetic algorithm**

**H. Mutation**

By mutation the individuals in the population are randomly altered. They are applied to the variables of the individuals with a low probability.

11001001->10001001

**VI. AN IMPROVED FUZZY GUIDED GENETIC ALGORITHM**

An Improved fuzzy guided genetic algorithm is similar to the FGA except that this has the ability to meet the dynamic consumer requests and services. The construction for the fuzzy engine is shown in the Fig. 4. A fuzzy engine with two controllers, crossover and mutation controller is built. The fuzzy engine receives two inputsΔf and d where Δf is the average fitness difference and d is the bit difference between the all pairs of individuals in the population.

**Fig. 4. Fuzzy Engine**
The bit difference is calculated as:

\[
d = \frac{1}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \sum_{k=1}^{C} \frac{\Delta(p_{ik}, p_{jk})}{C}
\]

Where \( N \) is the population size and \( C \) is the Genome Length. Here \( p_{ik} \) and \( p_{jk} \) are the \( k \)th bit value of \( i \)th individual and \( k \)th bit value of \( j \)th individual respectively. If \( p_{ik}, p_{jk} \) have same value then \( \Delta(p_{ik}, p_{jk}) = 0 \) else \( \Delta(p_{ik}, p_{jk}) \) returns 1. The fuzzy engine in turn produces two outputs crossover rate (\( \Delta P_c \)) and mutation rate (\( \Delta P_m \)) and sends to GA. GA uses the updated crossover and mutation rates continues its execution for 50 generations. This process continues until the exact solution is reached. Fuzzy engine has three parts Fuzzification, Fuzzy rules, Defuzzification

I. Fuzzification

The fuzzification module has two inputs and two outputs namely \( \Delta f \) and \( d \), \( \Delta P_c \) and \( \Delta P_m \). The universe of discourse is determined through experiments. Fig. 5 shows the \( \Delta f \). Fig. 6 shows the \( d \), Fig. 7 shows the \( \Delta P_c \) and Fig. 8 shows the \( \Delta P_m \).
Fuzzy rules

Fuzzy rules are conditional statements in which both the antecedents and consequences are fuzzy rather than crisp. For the most common interpretation, consider the fuzzy rule

"If x is A then, y is B"

AxB is a collection of fuzzy rules and x and y are linguistic variables (See Table II and Table III).

<table>
<thead>
<tr>
<th>Δf</th>
<th>Meaning</th>
<th>d</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>Negative Large</td>
<td>VL</td>
<td>Very Large</td>
</tr>
<tr>
<td>NS</td>
<td>Negative Small</td>
<td>L</td>
<td>Large</td>
</tr>
<tr>
<td>Z</td>
<td>Zero</td>
<td>M</td>
<td>Medium</td>
</tr>
<tr>
<td>PS</td>
<td>Positive Small</td>
<td>S</td>
<td>Small</td>
</tr>
<tr>
<td>PL</td>
<td>Positive Large</td>
<td>VS</td>
<td>Very Small</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Δf</th>
<th>d</th>
<th>NL</th>
<th>NS</th>
<th>Z</th>
<th>PS</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>VS</td>
<td>PL</td>
<td>PL</td>
<td>PS</td>
<td>PS</td>
<td>PL</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>PL</td>
<td>PS</td>
<td>PS</td>
<td>Z</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>PS</td>
<td>PS</td>
<td>Z</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>PS</td>
<td>Z</td>
<td>NS</td>
<td>NS</td>
<td>NL</td>
<td></td>
</tr>
<tr>
<td>VL</td>
<td>Z</td>
<td>NS</td>
<td>NS</td>
<td>NL</td>
<td>NL</td>
<td></td>
</tr>
</tbody>
</table>
K. Defuzzification

Defuzzification is the process of producing the quantifiable result in fuzzy logic with corresponding membership functions and fuzzy sets. These are used in control systems. These will have a rule that is to be transformed into results according to the inputs. This produces crisper outputs.

1. // Set GA parameters
   n->population size, K->Number of Generations, μ-> Mutation Rate, α->Crossover Rate
   Initial parameters were set according to table III

2. // Generate Fitness Attributes
   Quality Attributes:
   Quality attributes are generated randomly, 0<Q<1
   \(Q_{ij}^{rel}, Q_{ij}^{ava}, Q_{ij}^{rep}, Q_{ij}^{cost}, Q_{ij}^{respt}\)

   Weight Attributes:
   Weights given for each service is generated such that
   \(\sum_{j=1}^{n} W_{ij} = 1\)

3. // Set IMPROVED FGA Parameters
   Set range for two inputs \(\Delta f\) and \(d\)
   \(\Delta f\)-> Average fitness difference, \(d\)-> bit difference
   Set range for two outputs \(\Delta P_c\) and \(\Delta P_m\)
   \(\Delta P_c\)->Crossover rate, \(\Delta P_m\)->Mutation rate
   Generate rules for fuzzy engine as given in table II

4. Perform two parent genetic algorithm as given in figure.2

5. Calculate \(\Delta f\) and \(d\)

6. Input the values of \(\Delta f\) and \(d\) in to fuzzy Engine

7. Fuzzy engine produces the two outputs \(\Delta P_c\) and \(\Delta P_m\) Update the crossover and mutation rate
   Repeat the steps 4 to 8 until the maximum number of generations are reached

Fig. 9. Algorithm for Improved Fuzzy guided Genetic Algorithm

VII. EXPERIMENTAL RESULTS

Firstly, Genetic algorithm is implemented with two parents and three parents and the results were compared as shown in the Fig. 10. The performance of three parent GA increases as the number of generations increases. Whereas the two parent GA decreases its performance as generation increases and both starts to converge after 400 generations.
Next, FGA and Improved FGA discussed in the previous sections were implemented and the comparison is made between them. The experiments were conducted on a core of Intel® Pentium® 4 CPU 2.80 GHZ with 1GB RAM memory using java JDK Runtime Environment on Windows 7. All measurements were taken for 100 consumer pairs. The parameters for the optimization problem are tabulated in Table IV.

### TABLE IV. Parameters for GA, FGA and Improved FGA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td>Maximum Generation</td>
<td>500</td>
</tr>
<tr>
<td>Selection method</td>
<td>Tournament with k=10</td>
</tr>
<tr>
<td>Initial crossover rate</td>
<td>0.6</td>
</tr>
<tr>
<td>Initial mutation rate</td>
<td>0.05</td>
</tr>
</tbody>
</table>

#### A. Universe of Discourse for Fuzzy Engine

The universe of discourse is set as in [4]. The original range for fuzzy inputs $\Delta f$ is set to $[-0.005, 0.005]$ and the range of $d$ is $[0, 1]$ since the bit difference of all pair of individuals in the population cannot be varied. The two outputs $\Delta P_c$ and $\Delta P_m$ are set to $[0.1, 1]$ and $[0.01, 0.1]$. The effect of fitness values can be found by narrowing the universe of discourse. After that the same is applied on the $\Delta P_c$ and $\Delta P_m$. To narrow the range of $\Delta f$, $\Delta P_c$, $\Delta P_m$, multiply the numbers with the values ranging from 0.7 to 1.4. Fig. 11 shows the variation of crossover rate.
The measurements are done using the single point crossover with generations = 500. The best fitness is obtained for Improved FGA at $\Delta P_{c}^{*} 1.0$. Fig. 12 shows the variation of $\Delta P_{m}$. The best fitness values are obtained for $\Delta P_{m}^{*} 1.0$.

**B. Overall Performance**

Fig. 13 and Fig. 14 shows the best fitness and execution time achieved for the single point and two point crossover for 500 generations with 100 consumers in GA. Best fitness is obtained in two-point crossover, but time taken is more. Here, we have focused on time complexity and hence the single point crossover is chosen for Improved FGA. Fig. 15 shows the comparison of the best fitness values obtained using GA, FGA and Improved FGA. It is shown that Improved FGA achieves higher fitness than GA and FGA. The fitness can also be increased by applying the various crossover and mutation techniques.
Fig. 13. Comparison of Best Fitness between single point and two point crossover

Fig. 14. Comparison of Execution Time between 2-Point and single point crossover

Fig. 15. Comparison between GA, FGA and Improved FGA
C. Variation of Crossover and Mutation rates

GA has constant crossover and mutation rates whereas Improved FGA uses two controllers namely crossover and mutation controllers which control the crossover and mutation rates. Fig. 16 shows that the crossover rate increases as the generation increases and starts to converge after 300 generations.

Similarly the mutation rate increases as the generation increases and starts to converge after 300 generations as in Fig. 17.

Fig. 16. Variation of crossover rate using single-point crossover

Fig. 17. Variation of mutation rate using single-point crossover
VIII. CONCLUSION

In this paper, an improved fuzzy guided genetic algorithm is proposed for the optimization of web service selection problem. Traditional Genetic Algorithms uses fixed crossover and mutation rates. FGA uses the fuzzy engine to control the crossover and mutation rates in a static environment using triangular membership functions. Here, we have proposed Improved FGA technique which can address the selection problem in a dynamic environment and the usage of Gaussian membership function to obtain finer granularity in the results.

First the GA was implemented using three parent and two parent techniques using uniform crossover. It is shown that the best fitness values are obtained in a lesser generations as the number of parent’s increases. Secondly, the Improved FGA was implemented using single point crossover with the universe of discourse values. The overall performances of the three algorithms (GA, FGA, and Improved FGA) were compared in terms of the best fitness value. It is inferred from the experiments that Improved FGA scores higher than the FGA and GA. Since, the fuzzy component adjusts the crossover and mutation rates accordingly it takes more execution time. The advantage of Improved FGA is that the dynamic nature of the selection problem is addressed and better results are obtained. This is applicable for the optimization problems where services come online and go offline.

Future work will include the implementation of different crossover methods and applying the different algorithms to reduce the time complexity. Multiparent reproduction techniques can also be used to obtain better results at the lesser number of generations.
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