
Spoken Utterance Detection Using Dynamic 
Time Warping Method Along With a 

Hashing Technique 
John Sahaya Rani Alex #1, Nithya Venkatesan*2 

#School of Electronics Engineering 
VIT University- Chennai  

Tamil Nadu, 600127 
 INDIA  

1jsranialex@vit.ac.in 
 *School of Electrical Engineering 

 VIT University - Chennai 
Tamil Nadu, 600127 

 INDIA  
2nithya.v@vit.ac.in 

Abstract- This paper presents a technique of searching a keyword in a spoken utterance using Dynamic 
Programming algorithm.  This method is being revisited because of the evolution in computing power. 
The proposed methods present less computational complexity compared with the conventional Dynamic 
Time Warping (DTW) method.  The proposed methods are  tested  with connected TIDIGIT data. 
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I. INTRODUCTION 

Many times, there is a need to spot a particular spoken word called as a keyword in the spoken utterance. The 
system designed for this particular task  is called as Key Word Spotting(KWS) system. This is a specific 
application of Automatic Speech Recognition(ASR). Therefore, most of the  approaches used for ASR could 
also be used for KWS system with a little modification. In this paper, we are using one such ASR approach for 
KWS system called as Dynamic Time Warping (DTW) technique based on Dynamic Programming(DP) 
algorithm. Unlike other techniques used for ASR, this does not need training of any models as well as any 
addition of new keyword to the database do not call for a retraining. The basic approach is keywords are stored 
as templates in the database and matched against the unknown spoken utterance for similarity. Based on the 
similarity index, conclusion is drawn that a keyword is found or not. 

As with the development and worldwide adoption of ASR technology, additional ASR applications came into 
picture. Some of the emerging applications  that could use KWS system are Audio Indexing, Call Monitoring 
for National Security, Interactive Voice Response (IVR) system. Basically keyword spotting (KWS) referred to 
as a problem of searching of keyword template in an unknown  speech signal. This task of searching is very 
important and  some  of the application which does not require knowledge of whole contents of the unknown 
speech signal. In such cases we could use KWS system.  

In this paper different keyword spotting methods are surveyed. The various approaches used for 
implementing KWS are, DTW based, Hidden Markov Model (HMM) based and phone or word based. Out of all 
the above listed methods, one of the easiest strategy for keyword spotting is introduced by Bridle[1] and which 
is used in [2,3,4] which suggest the use of DTW to search for match between keyword template and test 
utterance. But the major problem with DTW based approach is its computational complexity and estimation of 
threshold [5] and poor modelling of word duration [6], which means that we don’t know actual starting point 
and ending point of the word to be spotted and there may be silent part in between. HMM  is normally used for 
ASR, has also been used for keyword spotting. The fundamental idea of this technique, is to build HMM model 
for both keyword and test utterance. The models other than  the keyword is referred as garbage model or filler 
model and the probability is calculated for each speech region to search if it is closer to the keyword. One more 
strategy as stated above which involves analysing and searching phone or word based  speech recognizer to spot 
keyword occurrence [5,6]. This strategy is based on speech recognition which involves speech recognizer to 
spot keyword from predefined vocabulary which gives high error rate [6,7] when the unknown  speech is noisy. 

Because of these problems associated with the DTW and word-phone based, HMM model is used in most of 
the previous work of keyword spotting [8]. On the other hand, HMM based keyword spotting suffers from 
number of problems like mainly collection of large amount of illustrated training data[9]. This annotation  alone 
is time consuming and it requires language expertise. One more problem associated with HMM is regarding 
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flexibility[10], addition of new keyword which requires  retraining. There were many attempts to overcome 
these problem of HMM-based KWS such as building different types of model[11]. However, it again requires  
training which can cause a problem for audio indexing of new words, which is the main focus of this paper. 
These problems related with the HMM, in recent years leads to the use of DTW based KWS. 

 Because of the  recent advancement in the computing power, DTW based system is revisited. In this paper, 
we have proposed alternative methods related to the sliding window search, in order to reduce the computational 
complexity. We have extracted Mel Frequency Cepstral Coefficients(MFCC) features from keyword and  from 
unknown utterance. Then these features of keyword and utterance are used by the proposed DTW. 

The rest of the paper is structured as follows:  Section 2 briefly describes the system design which includes 
overview of the system, feature extraction method. Section 3 talks about the proposed modified DTW methods 
using hashing technique. Section 4 describes the experimental setup and the results. Section 5 provides the 
conclusion and future scope of the system. 

II. SYSTEM DESIGN 

A. Overview of the System 

The block diagram of the keyword spotting system is shown in Fig.1. Feature Extraction Block(FEB) uses 
MFCC feature extraction method. Feature extraction of keyword as well as unknown utterance is done using 
FEB. Features  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Proposed Configuration of Keyword Detection System 

of keyword and unknown utterance are compared in the modified DTW block. Then the Global Warping 
Cost(GWC) is computed for each window comparison. If the GWC of the particular window is below the 
threshold, then it  is declared as keyword found.  

B. Feature Extraction 

Speech signal is applied through a pre-emphasis filter, framed  for 25ms, windowed using Hamming widow 
with an overlap of 15ms. Fourier transform of each  frame is applied through a  set of Mel Filter banks. Filter 
bank output is calculated in decibels and applied with a  discrete cosine transform to decorrelate the cepstral 
coefficients. The whole feature extraction method is shown in Fig.2. 
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Fig.2. MFCC Feature Extraction 
 

MFCC can be defined as short time power spectrum of speech signal in decibels. So basically MFCC 
represent the energy in each band of triangular filter. In case of MFCC, Mel scale (m) is used which 
approximates the human auditory system’s response more closely than the linearly space frequency bands. Mel 
scale warps the frequency and allows better representation similar to human auditory system. Mel scale is 
roughly linear below 1000Hz and is non-linear (logarithmic) above 1000Hz.  So here at the output we get 20 
coefficients, but typically lower 13 coefficients are chosen by spectral smoothing. In this paper, we extract 13 
static MFCC coefficients, 13 delta coefficients, 13 acceleration coefficients for a speech frame of length 25ms. 

III. PROPOSED DTW METHODS 

As it is well known that in speech processing, when we record the speech signal, two occurrence of the same 
word, even if it is uttered by the same person, they are not exactly the same. This is the biggest challenge while 
designing any ASR system. This could be because of many factors like speaker variation, accent, pronunciation 
and further may be because of noise while recording the speech signal. The proposed system depends on one 
hypothesis that  the GWC  between the keyword and part of the utterance containing the keyword are small 
compared to other part of the utterance.   

A. DTW Algorithm 

Assume the keyword feature sequence is represented by (A1, A2, A3…An), where n is number of frames in the 
keyword and unknown utterance  is represented by (B1, B2, B3…Bm), where m is the number of frames in the 
unknown utterance  in which  m>n. Each Ai, Bi   represents frames of keyword and unknown utterance which in 
turn contains 39 MFCC feature vectors. So the total number of features in keyword, unknown utterance is n*39, 
m*39 respectively. To compare time series sequence of different lengths,  the sequences must be warped in 
dynamic manner [12,13]. The DTW algorithm will find out warping path between keyword and utterance to be 
tested. Here we are trying to find out whether there is a keyword present in the long spoken utterance, so the 
number  of frames in the utterance(m) is going to be always bigger than n. The computational complexity of  
DTW is O(N2) where N is the maximum length of the two time series. 

A generic DTW algorithm is explained below. 

Let the keyword template of A=(a1, a2, a3…an) and utterance B=(b1, b2, b3…bm). The absolute distance 
between the  two elements  ai, bj is dij. This results  in a local distance matrix of length n*m as given by the 
following equation: 

              ݆݀݅	 ൌ 	 |	ܽ݅	 െ 	ܾ݆	|, ݅ ൌ 1,2…݊	, ݆ ൌ 1,2…݉.                            (1) 

The global distance matrix calculated  from the local distance matrix  through the following steps. 
1. Start with the calculation of a(1,1) = d(1,1) 

2. Calculate the first row  

ܽሺ݅, 1ሻ 	ൌ ܽሺ݅– 1, 1ሻ 	൅ 	݀ሺ݅, 1ሻ.                                                  (2) 

Calculate the first column  

ܽሺ1, ݆ሻ 	ൌ ܽሺ1, ݆ሻ 	൅ 	݀ሺ1, ݆ሻ.                                                      (3) 

3. The second row to the last row is calculated by the following steps 

                        ܽሺ݅, 2ሻ 	ൌ 	݉݅݊ሺܽሺ݅, 1ሻ, ܽሺ݅– 1,1ሻ, ܽሺ݅	– 	1, 2ሻሻ 	൅ 	݀ሺ݅, 2ሻ.        (4) 

4. Carry on from left to right and from bottom to top with the rest of the grid  

       ܽሺ݅, ݆ሻ 	ൌ 	݉݅݊ሺܽሺ݅, ݆– 1ሻ, ܽሺ݅– 1, ݆– 1ሻ, ܽሺ݅	– 	1, ݆ሻሻ 	൅ 	݀ሺ݅, ݆ሻ. (5) 

5. Trace back the best path through the grid starting from a(n, m) and moving towards a(1,1) by following 
the minimum score  path. 

Then the GWC  is given by       

	ܥܹܩ                         ൌ 	 


P

i

iW
N 1

1
                                                                        (6) 

Pre -Emphasis Windowing
i

Framing 
Mel 
Filter 
Bank 

Log DCT DFT 

Speech Signal 

MFCC 

John Sahaya Rani Alex et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 2 Apr-May 2014 1102



Where

B. Comp

As exp
length of
between 
of unkno
between 
utterance
out the g
n)(n*39)2

We pr
iteration 
done bet
number 
O((ceil(m

We pr
the seque
from1 to 
Ai as a s
search sp
unknown
the keyw
complexi

To fin
particular
threshold

T = M

Compl

 

Prop
Meth

Expe

Expe

Expe

Whe

 
 
 
 

e Wi is the cost

plexity Reduct

plained in the 
f the two tim
the keyword o

own utterance 
n*39 keywor

e  frame by fra
global cost the

2). 

ropose a mod
(matching) is

tween n*39 k
of iteration 

m/n))(n*39)2).

ropose a techn
ence of the k
39. In generi

summation of 
pace  is reduc
n spoken utter
word  sequen
ity is highly re

nd out the mat
r window is 

d as  

Mean- (C * STD

lexities of var

posed 
hods 

Slid
Wi

eriment1 yes

eriment2 yes

eriment3 yes

ere N is the num

 

t of the eleme

tion DTW met

earlier sectio
me series sequ
of ‘n’ frames 
of ‘m’ frame

rd and (2 to n
ame. Based on

en the number

dified sliding
s done betwe

keyword and (
is reduced to
    

nique similar 
eyword which
ic methods Ai 
f all the featur
ced by 39. So
rance  by (B1, 
ce  is m inst
educed to O((

tch,  threshold
below the thr

D)                  

rious experime

ding 
ndow 

Coars
of Fea
Vecto

 yes 

 No 

 No 

mber of frames i

ent along the w

thods 

n the computa
uence. In gen
with feature v

es and the loca
n+1)*39 of un
n this, the loc
r of iterations 

Fig. 3 S

 window, wh
en n*39 keyw
(n+1 to 2n)*3
o  ceil (m/n

to hashing te
h is represent
in turn repres

re vectors per
o the length o

B2, B3…Bm),
tead of  m*3
ceil(m/n))(n)2

d estimation i
reshold , then

                     

ents conducte

Complexity C

sening 
ature 
ors 

Win
Leng

one k

one k

one k

in the Keyword
v

warping path a

ational compl
neral, as give
vector per fram
al cost is com
nknown uttera
cal cost of eac
 is m-n and h

Sliding Window 

hereby instea
word and (1 t
39 of unknow
n) and hence

chnique used 
ted by (A1, A
sents sequenc
r frame. In th

of the keywor
,  where B1 is 
39. DTW alg
2). 

is needed. On
n the keywor

                     

ed in section 4

TABLE I 
Comparison of  P

ndow 
gth 

DT
Ma
Siz

keyword NxN

keyword 39N

keyword 39x

d, M is the num
vectors per fram

and N = m+n 

lexity of  DTW
en in[2], the 
me as ‘39’ the

mputed. In the 
ance. The key
h   sliding win

hence the com

of DTW 

d of sliding 
to n)*39 of u

wn utterance. 
 the comput

in search alg
A2, A3…An),  

e of feature v
his way the le
d  sequence  
sum(bi) and i

gorithm is per

ce the GWC 
d is spotted i

                     

 is given in Ta

Proposed Methods

TW 
atrix 
ze 

Num
GW
Calc

N M/N

Nx39N M/N

x39 39(M

mber of frames in
me is 39. 

. 

W is O(N2) wh
local distance
en n*39, the f
next iteration

yword is slide
ndow is comp

mputational com

 

the keyword 
unknown utter
This is shown
ational comp

gorithms of da
where A1  is 
ectors per fram

ength of the s
is n instead o
varies from1 

rformed for m

is found out a
in that place. 

       (7) 

able I. 

s 

mber of 
WC 

culations C

N (M

N 
(M
O

M/N) M

n the spoken utt

here N is the m
e computation
first n*39(1to 
n, the matchin
e through the 
puted. If we h
mplexity will 

frame by fr
rance. Next it

wn in Fig. 3. H
plexity  is re

ata structures,
sum(ai) wher

ame. Here, we
sequence as w
of  n*39. Sim
 to 39. So the
m-n iterations

and if the GW
Here we em

Complexity 

M/N) O(N2) 
M/N) 

O((39*N)2) 

M O(392) 

tterance, numbe

maximum 
n is done  
n frames) 

ng is done 
unknown 

had to find 
be O((m-

ame, first 
teration is 
Hence the 
educed to  

, in which 
re i varies 
e represent 
well as the 
milarly the 
e length of 
s, but the 

WC of that 
mploy  the 

Time 
Taken 

< 1 sec 

5 mints 

1-2 sec 

er of feature 

John Sahaya Rani Alex et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 2 Apr-May 2014 1103



A. Exper

  In this w
keyword 
files , con
the MFC
keyword 
sequence
sequence
present o
Speech f
as 3o339
randomly
or not usi

B. Resul

1)Expe

Using 
calculate
connecte

For th
is treated
threshold
the exam
means ke
“miss”, m
keyword 
“wrong”,
with the 
out for th
dependen

rimental Setup

work, we hav
in the conne

nnected digit 
CC feature ve

and from the
e as frame by
e length using 
or not. The e
files used are  
951, 5o217, 2
y. For these sp
ing the propos

lts 

eriment 1       

the coarsen
d. Using the 
d digit utteran

e spoken utter
d as keyword b
d value and so
mple treated a
eyword not sp
means missed 

being spoken
, means wron
1-9 digit keyw
he other spok
nt search.  Fig

IV

p  

ve experiment
cted digit wh
files for each 
ectors which 
e spoken utter
y frame. Usin
hashing techn

experiment wa
from Connec

24z982z and 
poken utteran
sed methods. 

     

ing sequence
equation(4) a

nce. 

Fig

rance 5o217, 
being found w

o it is being tre
as “correct”. F
poken but as p

to detect. For
n but as per 

ng  detection. 
word template
ken utterance 
g. 5 shows the 

V. EXPERI

ted with TI D
hich was treate

speaker.  1a.w
includes stat

rance using H
ng the propos
nique, GWC w
as carried ou
cted TIDIGIT

27o6571 are
nces, keyword 

e technique a
and assuming 

.4. KWS Results

for the keywo
which is “corre
eated as keyw
For the keywo
per the examp
r the keyword
the example 
The spoken u

es resulted in 7
and the resul
results of spe

IMENTAL SET

Digit[16] - co
ed as the spok
wav  keyword
tic, delta and
HTK Tool kit[
sed adapted 
was computed

ut for both sp
T data test\man
e selected fro

d digits from 1

and adapted 
the value of 

of  Experiment 1

ord digits 1,2 
ect”. For the k

word not being
ord digit 5, th
le the keywor

d digit 8, the G
the keyword

utterance ‘5o
7 correct , 1 w
lts are shown 
eaker independ

TUP AND RESU

nnected digit 
ken utterance

d template to b
d accelerated 
[14]. They are
sliding windo
d and thereby 
peaker indepe
n\ar and test\m
om the test c
1 to 9 are sear

sliding wind
f C is 1, keyw

1 for Speaker Dep

 the GWC is 
keyword digit

g found which
he GWC is g
rd being spoke
GWC is lesser
d not spoken 
217’ uttered 

wrong, 1 miss.
in Fig. 4, 5. 

dent search. 

LTS 

data to spot 
. The Corpus 

be  searched in
coefficients a
e aligned as o
ow method al
found out wh
ndent, speake

man\ah. Four 
corpus of TI 
rched whether

ow DTW m
word detection

 
pendent. 

lesser than th
ts 3, 4  the GW
is not spoken

greater than th
en in the utter
r than the thre
in the utteran
as ‘five oh tw
 Similarly, thi
Fig. 4 shows

the individua
s contains isol
n the 5o217a.
are extracted 
one dimension

along with the
hether the key
er dependent 
spoken uttera
Connected D

r they are bein

method, the G
n is performe

he threshold v
WC is  greater
n in the utteran
he threshold v
rance, so it is 
eshold value th
nce, so it is 
wo one seven
is experiment
s the results o

al digit as 
lated digit 
wav. First 
from the 

nal vector 
e reduced 

yword was 
category. 

ances such 
Digit data 
ng uttered 

GWC was 
d for  the 

value, so it 
r  than the 
nce as per 
value that 
treated as 
hat means 
treated as 
’ checked 

t is carried 
of speaker 

John Sahaya Rani Alex et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 2 Apr-May 2014 1104



2)Expe
In this

technique
experime
equation 
match or 

 

3)Expe
Consider
keyword 
GWC is 
GWC seq
‘c’ as 2. 
utterance
the accur

eriment 2 
s experiment, 
e. Here the D
ent 1. So the 

4 and the va
not. The accu

eriment 3 
r the keyword
length of the 
computed. N

quence is com
If 2 or more 

e. Fig. 7 show
racy of this ex

Fig.

the feature ve
TW matrix si
time taken to

alue of ‘c’ as 
uracy of the di

Fig

d contains ‘n
utterance, ie,

Next comparis
mputed. Here t

GWC is belo
s GWC plot fo

xperiment for t

5. KWS Results 

ectors from th
ze is 39 times
o compute the
1, the thresho
ifferent utteran

g.6. KWS Results

n’ number of 
{1 to n}of ‘m
on is done w
threshold valu

ow the thresho
for each keywo
the same spok

of Experiment 1 

he utterance an
s bigger than 
e GWC was 
old value is c
ance results are

s of  Experiment 2

 

f frames, Utte
m’ frames, fram
with {n+1 to 2
ue is consider
old value is fo
ord digit searc
ken utterance. 

for Speaker Indep

nd keyword ar
the size of the
considerably 

computed and 
e shown in Fig

2 for Speaker Dep

erance contain
me by frame D
2n} frames of
red as mention
ound then it i
ch in the spok
 

pendent. 

re considered 
e matrix that w
larger around
thereby detec

g. 6.  

pendent 

ns ‘m’ numb
DTW algorithm
f utterance ag
ned in equatio
s treated as k

ken utterance 2

 

without the c
we have cons
d 5 minutes. 
cted whether 

 

ber of frames
hm is performe
gainst  keywo
on (4) with th
keyword is fou
2706571a. Fig

coarsening 
idered for 
Using the 
there is a 

. For one 
ed and the 
ord.  Thus 
e value of 
und in the 
g. 8 shows 

John Sahaya Rani Alex et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 2 Apr-May 2014 1105



 

 

 

 

 

John Sahaya Rani Alex et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 2 Apr-May 2014 1106



The pr
experime
garbage m
of compu
computat
to other 
half-leng
of the me

 
 

F

roposed techn
ented. These 
model as in H
utational com
tional comple
experiments a

gth of the keyw
ethods could b

Fig. 7. Plot of GW

Fig. 8. KW

niques along w
methods inde

HMM based te
mplexity of DT

xity methods 
and also show
word while co
be tested more

WC for each keyw

WS Results of Exp

V. CONC

with the  DTW
entified to sp
echnique. Beca
TW also vani
of DTW. The

ws  efficient. F
omparing with
e with the diff

word digit search

periment 3 for the

CLUSION AND 

W to detect the
ot keyword  
ause of the ev
ishes. In addi
e projected ex
Further, this p
h unknown ut
ferent feature e

for the spoken u

 
e Spoken Utteranc

FUTURE SCO

e keyword in 
without the 

volution in the
tion to this, t

xperiment1  gi
process can b
tterance using 
extraction tech

 
tterance 2706571

ce 2706571a 

PE 

the unknown 
need for the 

e computing p
this paper pro
ives better per

be implemente
the proposed

hniques of spe

1a 

n spoken uttera
training of  

power, the disa
oposed variou
rformance as 
ed for twice-l
d methods. Th
eech. 

 

ance were 
filler and 
advantage 

us reduced 
compared 
ength and 

he efficacy 

John Sahaya Rani Alex et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 2 Apr-May 2014 1107



REFERENCES 
[1] J. Bridle, "An efficient elastic-template method for detecting given words in running speech," in Proc. Brit.Acoust. Soc. Meeting, 

1973, pp. 1-4. 
[2] M. S. Barakat, C. H. Ritz, D. A. Striling “Keyword Spotting Based on Analysis of Template Matching Distances”, 978-1-4577-1180-

0/11/$26.00 2011 IEEE. 
[3] A. Higgins and R. Wohlford, "Keyword recognition using template concatenation," Proc. ICASSP '85. 1985, pp. 
[4] R. W. Bossemeyer, J. G. Wilpon, C. H. Lee, and L. R.Rabiner, "Automatic speech recognition of small vocabularies within the 

context of unconstrained input,"The Journal of the Acoustical Society of America, vol. 84,p. S212, 1988. 
[5] Y. Peng and F. Seide, "Fast Two-Stage Vocabulary-Independent Search In Spontaneous Speech," Proc.ICASSP'05, 2005, pp. 481-

484. 
[6] F. Seide, Y. Peng, M. Chengyuan, and E. Chang,"Vocabulary independent search in spontaneous speech,"Proc. ICASSP '04, 2004, 

pp. I-253-6 vol.1. 
[7] R. Ordelman, F. de Jong, and M. Larson, "Enhanced Multimedia Content Access and Exploitation Using Semantic Speech Retrieval," 

in Semantic Computing, 2009. ICSC '09. IEEE International Conference on, 2009, pp.521-528. 
[8] J. Keshet, D. Grangier, and S. Bengio, "Discriminative keyword spotting," Speech Communication, vol. number 51, pp. 317-329, 

2009. 
[9] Z. Yaodong and J. R. Glass, "Unsupervised spoken keyword spotting via segmental DTW on the Gaussian posteriorgrams," in 

Automatic Speech Recognition and Understanding, 2009. ASRU 2009. IEEE Workshop on, 2009, pp. 398-403. 
[10] M. Wollmer, B. Schuller, F. Eyben, and G. Rigoll,  "Robust vocabulary independent keyword spotting with graphical models," in the 

Automatic Speech Recognition &Understanding, 2009. ASRU 2009. IEEE Workshop on, 2009, pp. 349-353 
[11] Ryuichi Oka, “Spotting Method for Classification of Real World Data” The Computer Journal, Vol.41, No.8, 1998 
[12] Titus Felix FURTUNĂ, “Dynamic Programming Algorithms in Speech Recognition” Revista Informatica Economica nr. 2 (46) / 

2008 
[13] MarutiLimkar, RamaRao & VidyaSagvekar “Isolated Digit Recognition Using MFCC AND DTW” International Journal on 

Advanced Electrical and Electronics Engineering, (IJAEEE), ISSN 2278-8948, Volume-1, Issue-1, 2012 
[14] http://htk.eng.cam.ac.uk 
[15] S. Young, J. Jansen, J. Odell, D. Ollason, and P. Woodland, The HTK Book, Cambridge Univ., 1996 
[16] http://catalog.ldc.upenn.edu/LDC93S10 

John Sahaya Rani Alex et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 2 Apr-May 2014 1108




