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Abstract— Network traffic classification continues to be an interesting subject among numerous 
networking communities. This method introduces multi-beneficial solutions in different avenues, such as 
network security, network management, anomaly detection, and quality-of-service. In this paper, we 
propose a supervised machine learning method that efficiently classifies different types of applications 
using the Active Build-Model Random Forest (ABRF) method. This method constructs a new build model 
for the original Random Forest (RF) method to decrease processing time. This build model includes only 
the active trees (i.e., trees with high accuracy), whereas the passive trees are excluded from the forest. The 
passive trees were excluded without any negative effect on classification accuracy. Results show that the 
ABRF method decreases the processing time by up to 37.5% compared with the original RF method. Our 
model has an overall accuracy of 98.66% based on the benchmark dataset considered in this paper. 

Keyword-Network Traffic Classification, Machine learning, Supervised Learning, Random Forests 
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I. INTRODUCTION 
Network traffic identification and classification have recently gained considerable interest as an important 

network engineering tool for network security, network design, as well as network monitoring and management. 
The importance of traffic classification is based on the increasing size of transferred data and the variety of 
applications facilitated to understand the structure and the dynamics of networks, flow prioritization, and 
diagnostic monitoring. Most network administrators and ISPs also classify the applications to assist in 
diagnosing high resource consumption (i.e., CPU, memory, and bandwidth) and avoid exploits by attackers. For 
example, a network engineer may want to identify and control (e.g. blocking) peer-to-peer (P2P) application 
traffic to free bandwidth and make it available for other applications. The good performance of business-critical 
applications is also ensured because P2P applications occupy a high fraction of network bandwidth [1]. 
Likewise, network management tasks benefit from the accurate identification of network traffic to manipulate 
different types of network engineering problems, such as workload characterization and modeling, and route 
provisioning. The identification and classification of applications also enable both network operators and end 
users to detect anomalies in terms of data security and service availability. Anomalies are unusual traffic 
behavior that can cause significant changes in a network’s traffic levels, such as those produced by worms or 
Denial of Service attacks.  

Numerous approaches in application identification and classification have been proposed in literature, but 
some have legal problems. Well-known ports are no longer an answer because many applications, especially 
those with a high network volume (e.g., P2P file sharing and multimedia streaming), bypass the rules and use 
the known ports of other services. Another well-researched approach is inspecting packet payloads [2, 3]. In this 
approach, the packet payloads are analyzed to see whether they contain characteristics signatures of known 
applications. Many of studies moved toward machine learning algorithms to automate the predication of an 
application. Some of these algorithms belong to supervised or unsupervised machine learning. The most popular 
methods proposed [4, 5] are Naive Bayes which is based on the Bayesian network, employed K-means 
clustering [6], used Support Vector Machine (SVM) [7], and suggested C4.5 decision tree [8]. Random Forest 
(RF) is constructed by a series of decision tree-based classifiers. Each base classifier takes a different training 
set of x inputs that are drawn independently with replacement of the original training set of x inputs. The two 
main motivations in adopting the RF method are the potential to deal and classify huge learning data, and the 
capability to construct a multi-classifier in a parallel manner. Once we adopted the original RF method, some 
trees do not occupy a significant role in terms of classification accuracy (passive trees). In this paper, we address 
eliminating the passive trees from the forest. We propose the Active Build-Model Random Forest (ABRF) 
method to decrease the processing time in the original RF method in classifying network traffic with regard to 
accuracy classification. Optimization is achieved by decreasing the size of the forest, which is, in turn, achieved 
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by excluding low performance trees in terms of accuracy. This reduction is governed by specific conditionals, 
which do not negatively influence the overall classifier accuracy. Section 3 explores the details of this method. 
This paper is organized as follows. Section 2 discusses some of the existing studies that review the most popular 
studies in classifying network traffic. Section 3 discusses the proposed ABRF as a classification method in 
detail, followed by the experiment platform. Section 5 highlights the evaluation of the proposed technique. 
Finally, Section 6 concludes this paper. 

II. RELATED WORKS 
Many approaches that have been proposed to address the accuracy problem of identifying and classifying 

network traffic. The commonly used approaches are reviewed as follows. 
A. Port-Based Approach  

The traditional approach to traffic classification relies on mapping applications to well-known port numbers 
(assigned by IANA [1]). This approach has been very successful because many traditional applications use fixed 
port numbers in the past. The main advantage of the port-based method is being fast as it does not require any 
complex computation. This method matches the application port with a well-known port number. For example, 
email applications commonly use port 25, HTTP traffic uses port 80, FTP uses port 21, and DNS uses port 53. 
Although port-based traffic classification is the fastest and simplest method, several studies show  it to be 
ineffective [2, 3],[4]. The accuracy of the port-based method deteriorates abruptly with the emergence of some 
applications such as P2P. These applications attempt to evade or hide its behaviour from firewalls and network 
security tools using dynamic port numbers as HTTP or FTP applications. Several traffic applications are 
encrypted with used proxies, VPN, and tunneling. Some other applications use the same well-known ports that 
are unassigned, such as VoIP telephony, chat messenger systems, and web-page browsing. In the end, some 
studies [5, 6] report that only 50% to 70% of the Internet traffic is classifiable. Thus, the port-based method is no 
longer reliable.  
B. Payload-Based Approach  

The most accurate payload packet inspection is proposed to address the aforementioned drawbacks of port-
based classification. In this approach, the complete packet payloads are analyzed. However, parsing all packets 
for all users separately is computationally complex for this method. Some countries also have privacy laws 
prohibiting network operators from analyzing the entire payload of network packets to avoid hidden sniffer 
programs. One way to decrease resource consumption for traffic classification is to search for specific byte 
patterns (signatures) in all or part of the packets. Predefined byte signatures are used to identify particular traffic 
types, such as for BitTorrent traffic (‘.\BitTorrent’), Gnutella protocol (.\‘GNUTELLA’), web traffic ('\GET'), 
and eDonkey P2P traffic (‘\xe3\x38’). Some researchers have proposed automated ways to identify signatures 
[7, 8]. They have implemented the automated schemes only on popular applications, such as FTP, SMTP, 
HTTP, HTTPS, SSH, DNS, and NTP, and not on newer applications such as P2P, games, and streaming. In 
general, payload-based classification achieves good results in terms of accuracy, but it is resources exhaustive, 
expensive, computationally complex and unscalable, does not work on encrypted traffic, and causes tremendous 
privacy and legal concerns.  
C. Behaviour-Based Approach 

Network traffic is an important carrier that records and reflects Internet and user activities. This parameter is 
also an important composition of network behavior. Through the analysis of traffic indicators, we can master 
network statistical behavior directly. This approach studies the behavior of each application flow independently 
and attempts to find discriminate by extracting the common behavioral information of the hosts (e.g., BLINC) 
[9]. 
D. Machine Learning Algorithms 

Machine learning is a branch of artificial intelligence that learns systems that possess a dynamic environment; 
it is concerned with the design and development of algorithms that allow computers to evolve behavior based on 
empirical data [10, 11]. The best aspects of machine learning that has led many researchers to choose it for 
network traffic classification are its powerful capability to automate classifying traffic, deal with a diversity of 
applications, and to deal with large amounts of data. The main structure for machine learning algorithms 
consists of two phases. These phases are the building model and the classification. A building model is first 
constructed using training data, and then later used to predict the class membership of new instances by 
examining the feature values of unknown flows. This model is then entered into a classifier that classifies the 
entire dataset. Generally, machine learning algorithms are categorized into supervised and unsupervised learning 
Fig. 1. Supervised learning requires training data to be labeled in advance (i.e., the class of each traffic flow 
must be known before learning) and yields a model that fits the training data. The advantage of these algorithms 
is that they can be tuned to detect subtle differences and can clearly label the flows upon termination, unlike the 
unsupervised ones. An example for supervised learning is Naive Bayes [12, 13], the simplest probabilistic 
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classifier based on Bayes’ theorem [14], which analyzes the relationship between each feature and the 
application class for each instance. This approach derives a conditional probability for the relationships between 
the feature values and the class. The Bayesian network is used a directed acyclic graph model that represents a 
set of features (or classes) as its nodes and their probabilistic relationship as edges. If the conditional 
independence assumption is not valid, the Bayesian Network learning may outperform Naive Bayes. Nigel et al. 
[12] and Fu et al. [15] suggested the C4.5 decision tree its built the model based on tree structure, in which each 
internal node represents a test on features, each branch represents an outcome of the test, and each leaf node 
represents a class label. Many researchers are used Support Vector Machines (SVM [6, 16, 17]. The basic 
principle of SVM is to construct an optimal separating hyperplane using binary labeled training data, which 
maximizes the margin between two classes on either side. SVM has been proven to decrease an upper bound on 
the expected generaliation error. Unsupervised algorithms are able to cluster traffic flows into different classes 
according to similarities in their statistical properties (feature values). Unlike supervised learning, the model is 
not provided with the correct results during the training phase; the algorithm itself determines the group 
numbers for each instance based on statistical information, such as K-means (unsupervised) [18]. This approach 
takes statistical information as an input vector to build the classification models (or classifiers). The K-means 
clustering algorithm is a simple and popular analysis method. The basic idea is that it starts with a training set 
and an assigned number of clusters (k) to be found. The items within a training set are assigned to a cluster 
according to a similarity measurement distance, for example, using Euclidean distance to estimate similarity. 
Jeffrey et al. [4] applied the Expectation Maximization (EM) clustering technique called AutoClass to determine 
the most probable set of clusters from the training data. Authors calculate the probability of an object being a 
member of each discrete cluster using a finite mix ture model of the attribute values for the objects belonging to 
the cluster. This approach assumes that all attribute values are conditionally independent, and that any similarity 
of the attribute values between two objects is because of the class they belong to. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Supervised and Unsupervised learning paradigm 

III. CLASSIFICATION APPROACH USING ABRF  
The RF algorithm is a classification method developed by Leo Breiman [22]. The forest contains a crew of 

classifiers (binary trees). Some of the trees are active or passive in terms of identification and classification the 
accuracy of network traffic. In this section, we elaborate the potential of removing the passive trees aiming to 
diminish the forest size and decrease the processing time of classification accuracy. Fig. 2 shows the major 
phases of our proposed ABRF method. 
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Fig. 2. Phases of the proposed method 

A. Phase 1: Preparing the Pre-Testing Dataset 
In this phase, we select a data subset from the original dataset, which includes different instances with 

dissimilar types of traffic application. The instances are selected randomly to construct the pre-testing dataset. 
The number of instances ranges from 2 to 5 per class depending on the number of classes available in the 
original dataset. We try to keep the size of this data as small as possible to avoid extra processing time. These 
instances carry the same features that are subsequently used to construct the trees, whereas the other features are 
ignored. The set of features are selected randomly. Pre-testing dataset will be used to select the set of omitting 
trees as elaborated in the next steps. 
B. Phase 2: Achieving the Pre-Assessment Tree 

After the pre-testing dataset is determined, the same procedure for the original RF is employed to build the 
model algorithm constructed with a group of trees. The pre-testing dataset is then passed to the RF building 
model for voting and testing for each instance. The entire pre-testing dataset is classified by each single tree. 
The accuracy of the instances is measured using the standard formula for margin function 𝑚𝑔(𝑋,𝑌). The values 
are then passed to the next step to make decision for eliminating trees. The margin function measures the 
distance between the average numbers of correct votes for a specific instance and the average number of votes 
of any other class for the same instance. The larger the margin is, the more accurate the classification becomes. 
Mathematically, we can express the margin function by assuming that the forest consists of 𝐾𝑡ℎ trees 
(classifiers) (𝑘 =  1, 2, 3 …  𝑘). Thus: 

𝑚𝑔(𝑋,𝑌) =  𝑎𝑣𝑔𝑐𝐼(𝑡𝑟𝑒𝑒𝑘(𝑋) = 𝑌) −𝑚𝑎𝑥𝑆≠𝑌𝑎𝑣𝑔𝑐𝐼(𝑡𝑟𝑒𝑒𝑘(𝑋) = 𝐽) 
where 𝐼(. ) is an indicator function, 𝑋 is a labeled instance (input) having a class 𝑌, and 𝑡𝑟𝑒𝑒𝑘(𝑋) is the vote 
class of 𝑡𝑟𝑒𝑒𝑘 for the instance 𝑋. 
C. Phase 3: Excluding Passive Trees  

After voting for the pre-testing dataset occurs and the accuracy for each instance is determined, we select the 
set of trees with higher accuracy (active trees), whereas trees with low accuracy (passive trees) are excluded 
from the forest. In this way, yield a new build model for RF algorithm (Active-Build model (ABRF)) which 
only involves active trees. The Active-Build model will be used to train and test the entire original dataset 
instead of the previous one. Fig. 3 summarizes the major steps in constructing the ABRF model. 
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Fig. 3. Steps for constructing the Active-Build model 

IV. EXPERIMENT PLATFORM 
In this paper, the experiments were conducted using WEKA version 3.7.10 , which is an open source software 

for machine learning implemented using the Java language and developed at the University of Waikato, New 
Zealand. We also adopted the same dataset of [3] consisting of 24863 instances, 248 attributes, and 11 classes. 
This dataset includes WWW, MAIL, FTP-CONTROL, FTP-PASV, ATTACK, P2P, DATABASE, FTP-DATA, 
MULTIMEDIA SERVICES, and INTERACTIVE. These data were collected from the edge of a network. It 
allows access to all packets associated with a TCP connection in both directions (from sender to receiver and 
vice-versa). As a result, we can obtain more features for each packet Fig. 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Dataset environment 

V. EVALUATION AND RESULTS ANALYSIS 
This section evaluates two important parameters, namely, accuracy of classification and processing time for 

the proposed method. We elaborate the impact of each parameter individually as follows: 
A. Classification Accuracy 

We measure the standard metrics to assess the performance of the constructed classifier using the RF 
algorithm. These metrics are true positives, false positives, precision recall, and F-Measure. We can define each 
metric as follows: 
True Positives (TP): The percentage of the Radom Forest algorithm correctly classified as belonging to class C. 
False Positives (FP): The percentage of members of other classes incorrectly classified as belonging to class C. 
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Precision: The percentage of the objects that truly have class C among all those classified as class C. 
Recall: The percentage of class C members correctly classified as belonging to class C. 
F-Measure: The combination of precision and recall. 

Table I and its bar plotting in Fig. 5 show the experiment results for the abovementioned metrics. The strength 
of the RF algorithm to classify some types of applications is shown. The TP percentages were between 84% and 
99% for WWW, MAIL, FTP-CONTROL, DATABASE, FTP-DATA, and SERVICES. The results show a form 
of weakness in classifying another application, such as FTP-PASV, MULTIMEDIA, and INTERACTIVE, 
where the TP decreased by 56% to 80% due to some applications attempt to hide its identification by changing 
some statistical features. The worst TP ratio was 58.2% for ATTACK. We noted that FP percentages for most 
classes have low values (0.016% and 0.001%). The high percentage appears in the web application because of 
the variety of web browsing applications, and then fades out with the rest of the classes.  
Table II and its bar plotting in Figure 5 highlights two important metrics, namely, precision and recall for both 
the original RF and ABRF models. The results reveal a substantial convergence between the RF and ABRF 
models for WWW, MAIL, FTP-CONTROL, DATABASE, FTP-DATA SERVICES, and INTERACTIVE, 
whereas a slight difference was observed for the other applications. Obviously, original RF model clearly shows 
a weakness in classifying some applications, such as ATTACK, MULTIMEDIA, and DATABASE. The overall 
accuracy of the original RF is 98.89%, whereas that of ABRF reached 98.66%. 

TABLE I.  
Accuracy parameters for ABRF 

Class TP FP Precision Recall F-Measure 
WWW 99.4 0.016 99.4 99.4 99.4 
MAIL 98.8 0.003 98.7 98.8 98.7 
FTP-CONTROL 89.3 0 95 89.3 92 
FTP-PASV 72.1 0.001 64.6 72.1 68.1 
ATTACK 58.2 0.002 54.2 58.2 56.1 
P2P 82.6 0.002 86.4 82.6 84.3 
DATABASE 97.9 0 95.9 97.9 96.9 
FTP-DATA 99.7 0 99.8 99.7 99.7 
MULTIMEDIA 78.2 0.001 75.6 78.2 76.8 
SERVICES 100 0 97.2 100 98.6 
INTERACTIVE 66.7 0 100 66.7 80 

 

 
Fig. 5. Different parameters for ABRF accuracy classification 
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TABLE 2 
Recall and Precision for both RF and ABRF 

CLASS ABRF 
PRECISION 

RF 
PRECISION 

ABRF- 
RECALL 

RF- 
RECALL 

WWW 99.4 99.2 99.4 99.9 
MAIL 98.7 98.7 98.8 99.1 
FTP-
CONTROL 95 95.6 89.3 87.2 

FTP-PASV 64.6 67.6 72.1 53.5 
ATTACK 54.2 81.9 58.2 55.7 
P2P 86.4 92.5 82.6 80.2 
DATABASE 95.9 99.6 97.9 95 
FTP-DATA 99.8 99.5 99.7 99 
MULTIMEDIA 75.6 84.8 78.2 64.4 
SERVICES 97.2 100 100 99.5 
INTERACTIVE 100 100 66.7 70.1 

 

 
Fig. 6. Classification accuracy for both ABRF and the original RF models 

B. Time of Processing 
Most machine learning algorithms used for classifying network traffic focus on measuring the accuracy of 

algorithm classification. Besides accuracy, significant factors need to be considered to validate the powerful 
classification methods particularly for online classification (i.e., processing time memory consumption and CPU 
consumption). In this paper, we measure the processing time for the original RF and ABRF models, where 
eliminating passive trees from the forest influences the processing time. Fig. 7 shows the processing time results 
for the modified RF model compared with the original RF model. Processing time is measured for different 
sizes of the dataset. Notably, the required time to classify 1000 instances in the original RF was 0.848 sec, 
which then increased to 10.256 sec for 24000 instances. In contrast, the processing time for the ABRF model 
decreased to 0.53 sec for 1000 instances and 6.41 sec for 24000 instances. Excluding the number of trees from 
the entire forest clearly has a positive effect on the processing time. Our results show that the time decreases by 
37.5% compared with the original RF. 
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Fig. 7. Processing time for both the ABRF and original RF models 

VI. CONCLUSION 
The increasing data volume and the variety of traffic applications in networks were the motivations behind 

identifying applications for different networks types. In this paper, we optimized the supervised RF method to 
classify network traffic. Optimization is achieved by constructing a new building model that excludes passive 
trees from the forest in the building model stage in terms of classification accuracy. The more relevant trees to a 
certain class were then selected. The experiment results for the ABRF model reveal that the processing time 
decreased by 37.5% compared with the original RF model. The ABRF model had an overall accuracy of 
98.66%.  

Our immediate next step is to improve its classification accuracy for other applications. We also intend to 
apply the proposed method to classify UDP protocol applications and implement this method on huge datasets 
to recognize the effects of different factors in terms of quality-of-service. 
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