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Abstract—Privacy preservation in data mining is a pioneering research area as the security of increasing 
amount of data is under risks. Privacy preservation in Data Mining [PPDM] is a delicate task as there is a 
trade-off between data Anonymization and their utility. Existing PPDM techniques uses Anonymization 
using randomization, generalization or suppression which reduces the utility of data. They also do not 
work on the data mining parameters like correlation, centroids etc., This paper provides a solution to 
handle this trade-off in an efficient way using Isometric relocation. The work uses isometric relocation as 
it maintains the correlation and data mining results. The methodology is explained with the algorithm 
and its performance is compared using real-life datasets with existing techniques on various metrics after 
exhaustive experimentations.  

Keywords – Isometric relocation, hierarchical clustering, Privacy Preservation, Anonymization 
I. INTRODUCTION 

In today’s scenario, World Wide Web has increased the number of globally accessible data. Due to this, we 
are drowning in data but starving for knowledge and privacy. Such data are provided for mining to retrieve non-
trivial knowledge for future decision making. As various techniques for revealing non-trivial patterns are 
explored, the threat towards the data is also increased. When such data are provided as it is for mining it forms a 
threat for the privacy of the individual. Typical example includes disease of a patient, credit card balance of a 
customer, purchase details from a departmental store, government weapon details in military, etc., As stated in 
[17], Anonymization issues also occur in  surveying, statistical databases , cryptographic computing, access 
control, and so on. Hence data   need to be modified before they are provided for mining. The crucial part in this 
process is that modification should not affect the mining result and other statistical parameters about the data. 
The reason why this modification is accepted is, for mining the exact data is not required, a perfect 
approximation is sufficient. Therefore, a technique which alters the data without modifying the mining results is 
termed as PPDM. 

Attributes in a database are of three types – unique identifying attributes, sensitive attributes, quasi 
identifying attributes. When data are given for mining unique identifying attributes like patient ID, credit card 
number, Employee ID, etc., are removed completely from the database. Sensitive attributes like disease, credit 
card balance, salary, etc., are the primary concerns for mining and hence they should not be altered. Quasi 
identifying attributes like age, zipcode, height, married, gender, etc., are also available in a public database like 
voter’s list or known personally by neighbors. These are the values which are altered so that the exact individual 
of the record is not identified. 

The information disclosure is categorized into two types [4], Identity disclosure, specifies which record is 
associated with which individual in a released table and Attribute disclosure, new information about some 
individuals is revealed by the released table. In this work, Identity disclosure only is handled i.e., we are trying 
to hide the association between the individual and the particular record. 

PPDM techniques are divided into two categories based on the storage of data, as centralized storage of data 
or multi party handling of data. The methods which are used for centralized data are of two types – 
Randomization and Perturbation. In randomization, random numbers are generated with less variance and zero 
mean are taken. These random numbers are then added with the data in additive perturbation and multiplied in 
multiplicative perturbation. Cryptographic methods are used for multi party handling of data. Perturbation 
techniques includes Anonymization, permutation, swapping, slicing, etc., K-Anonymity is one of the widely 
implemented technique using generalization and suppression. Generalization refers to altering a value with a 
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less specific but semantically acceptable value, while suppression refers to not releasing a value at all by hiding 
partially or completely. 

PPDM techniques can be classified based on the data mining algorithm for which the method is defined like 
classification, clustering, decision trees, association rules, etc., They can also be classified based on the privacy 
preserving technique that is used in the methodology as heuristic, cryptography and  reconstructing based. 
Heuristic methodologies do not consider the relationship of data and hence result in more error during mining. 
Cryptography based algorithms are generally costlier in terms of execution time and they rely on key values and 
they have to be reversed for final usage. In this work reconstruction based technique is used which alters the 
data based on the relationship among them. The other reconstruction based techniques are permutation, 
swapping, slicing, etc.,  

In this work Isometric Relocation of Data by Sequencing of Sub-Clusters for Privacy Preservation in Data 
Mining [IRSS], concepts of sub-clustering and Isometric rotation using randomization has been used to 
efficiently anonymize the data, which not only preserves the data but also provides more data utility. The main 
aim of this algorithm is to provide proper tuning between privacy and utility. This has been done in two steps – 
varying the size of the sub-clusters and varying the randomness and angles of isometric rotation. 

The organization of the paper is as follows- Section 2 explains the various literatures worked in the similar 
problem and their advantages and disadvantages. Section 3 states the problem definition. Section 4 explains the 
important concepts used and their explanations. Section 5 provides the detailed algorithm and architecture of the 
system. Section 6 explores the experimental tools used, analysis of the method on various metrics and graphs 
with respect to the tuning parameter. Section 7 concludes and mentions some of the future works. 

II. RELATED WORK 
In [26] Sweeney et al., has started with privacy preservation using k-anonymity. In [21] and [5], Agarwal 

came up with the technique of perturbation using randomization methods. In [20], Sweeney again introduced a 
methodology of using a generalization hierarchy for implementing k-anonymity. A new perturbation technique 
has been suggested in [30] using tree concept. In [25] and [28], Oliviera and et. al. innovated that clustering can 
be used  to group the data for perturbation.[2],[6],[24],[7],[13],[14], and [22] also concentrates on the success of 
using clustering techniques  for implementing k-anonymity or other perturbation techniques. Other than 
clustering groups of data can be done by nearest neighbor [8], decision tree [27] or bucketization[33]. 

Oliveira has also identified that isometric transformation based rotation can be used for perturbation. There 
are various advantages for this method, as it maintains the statistical parameters like centroid, variance, etc., and 
also best forwards the correlation between the attributes. The only disadvantage of this method being it 
reversible and allows similar attack. K-anonymity has homogeneity problem and hence improvised as l-
diversity[3][17][9] and t-closeness[19].In [24],[25] and [7], isometric transformation is done in clusters, which 
exhibits the advantages of  both of the techniques. 

III. PROBLEM DEFINITION 
A privacy preserving algorithm in which the data Anonymization is controlled by the relationships among the 

data, mining parameters like correlation, centroids are not affected in addition to the proper mining output which 
executes in linear time by not compromising with the privacy is required. The anonymized data should have less 
distortion compared to the original data. 

IV. PRELIMINARIES 
There are a few basic definitions need to be known to understand the algorithm and its advantages. Some of 

them are briefly discussed as follows: 
a)  Data  

 Data is information that has been converted and stored in a form that is more comfortable to move or 
process. Data is usually stored in the form of database arranged as attributes and records. Let T be the database 
with n number of records and m number of attributes. 
b)  Quasi Identifier  
  A set of non-sensitive attributes {a1, . . . , am

c)  Privacy  

} of a table is called a quasi-identifier if these attributes 
can be connected with external data to uniquely identify at least one individual in the whole database. 

  A database is privacy preserved if there is a minimum probability of associating any transaction with 
its sensitive attribute. 
d)  Isometric Rotation  
  Let T be a transformation in the n-dimensional space, i.e., F : Tn  Tn said to be an isometric 
transformation if it preserves distances satisfying the following constraint: |F(p)- F(q)| = |p-q| for all p, q Ɛ Tn. 
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e)  Centroid  
  It is defined for an attribute as a mean of all the transaction values. All the data are concentrated 
around this point. After Anonymization the centroid of a cluster is expected to be in-variant. The centroid of 
cluster k for attribute j is given by, 

𝑐𝑘,𝑗 =
1
𝑛
�𝑟𝑖,𝑗

𝑖=𝑛

𝑖=1

                                                                                                   (1) 

f)  Information distortion 
 Information distortion can be calculated from the difference between the original table and the 

anonymized table. It can also be calculated as the distribution of data with respect to the centroid. The 
information distortion can be calculated using the following equations. The dissimilarity of record, i in the jth 
attribute with respect to centroid cook 

                            
is given by,   

𝑑𝑖𝑠𝑠�𝑟𝑖𝑗 , 𝑐𝑘𝑗� = �𝑟𝑖𝑗 − 𝑐𝑘𝑗�
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                                                                                                 (2) 
The distortion of all records is given by 
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)                                                                                                 (3)                                     

Where uik specifies the membership of ith record in kth cluster. 

�𝑢𝑖𝑘 = 1
𝐾

𝑘=1

                                                                                                                                           (4) 

                                                                        
 uik  

g)  Mis-classification error (ME) 
∈ { 0,1}                                                                                                                            (5) 

The number of records wrongly matched to a different cluster with respect to the total number of records is 
termed as mis-classification error. The value should be zero for an efficient system. But computationally only 
for a direct isometric transformation it is zero. Since they are rotated with respect to a point within the cluster 
the error is minimum compared to a randomization method. As the number of sub-clusters increases, the 
distance between the centroids decreases resulting in less ME. There are variations of ME 

h)  Amount of Privacy 

with respect to simple 
Isometric transformation as the size of the sub-cluster increases. 

This is the number of records altered during Anonymization. If the records remain unaltered, then they are 
said to be unprotected. If the records are homogenous then SIT results in number of unaltered records.  As the 
number of sub-cluster increases, there are more chances for a record to be in equivalence classes and the 
distance between the centroids become lesser, leading to number of unaltered records. For a perfect system the 
rate of privacy preservation should be 1 which is impractical, hence an optimal high value is accepted. 
i)  Fuzzy c-means( FCM) algorithm[1]:  

A cluster is a group of data points around a center. FCM is a data clustering technique in which each data 
point belongs to a cluster to some membership value that is specified by a grade. It is mainly used to cluster 
complex and multi-dimensional data set. 
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V. ISOMETRIC RELOCATION OF DATA BY SEQUENCING OF SUB-CLUSTERS [IRSS] 
 

 

 

 

 

 

 

 

 

 

 

In Figure 1, the different types of Anonymization are shown. Figure 3 shows the architecture of the suggested 
system. In this method, the data are initially grouped into closer ones using clustering. Then each of the clusters 
is sub-clustered based on the number of records in each cluster. If N is the number of records in each cluster, the 
number of sub-clusters will be N/3,N/4,N/5,N/6 or N/8. Different numbers were chosen to show that the 
performance of the algorithm is based on the number of sub-clusters chosen. The sub-clusters are then 
sequenced based on the   Euclidean distance between them. The first sub-cluster will be the closest one with the 
centroid of the main cluster. For each sub-cluster, the numbers of elements pi in it are determined. Then pi 

 

numbers of sub-clusters are identified for mapping. Mapping is done towards the centroid of the chosen sub-
cluster about a random angle Ɵ, randomly chosen between 10 to 50 radians.  Figure 2 shows the isometric 
rotation of a data with respect to a point. 

 

 

 

 

 

 

The method performs well in terms of correlation between the attributes, as it uses isometric rotation of data. 
Since randomization is not the major part of the procedure, the data are not anonymized more randomly. As the 
data are first clustered and then anonymized they try to remain within the same cluster. The amount of 
Anonymization is controlled by two parameters- the size of the sub-clusters and the random angle generated. 
Table 1 show the mathematical model of the system by specifying the various notations used in the system. 
Table 2 specifies the different databases, number of attributes used for Anonymization and number of records in 
them are used for testing the algorithm. 

 
 
 
 
 
 
 
 
 

Fig. 1. Types of Privacy Preservation Techniques 

 
Fig. 2. Isometric Rotation with respect to Centroid Cx,Cy 
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Fig. 3. Architecture of IRSS 

 
Fig. 4. Algorithm of IRSS 
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                                        TABLE I 
                                    Notations Used 

Variables used Explanation 
 n Number of records 
m Number of attributes 
K Number of Clusters 
C Centroid 
r1,r2,…,ri…r Individual record n 
a1,a2,…,aj…a Individual attributes m 
1…k…K Individual cluster 
c1,c2,…,ck…c Individual centroid K 
X1,X2,…Xk…X Number of  sub-clusters in each 

Cluster 
K 

S1,k…Sx,k…S Individual sub-cluster in cluster k Xk,K 
 

 

 

 

 

 

 

 

 

 

 
The mapping operation is explained in the figure 5.According to this, the sub-clusters are ordered according 

to their Euclidean distance. For each data in a sub-cluster, in addition to identifying the adjacent sub-cluster find 
a unique random angle. This will avoid the problem of homogeneity. Though the records belong to the same sub 
- cluster after anonymization each data will belong to different sub-cluster but within the same main cluster. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6a,6b,6c shows the original data clustering, after anonymization with N/3 and N/5 sub-clusters 

                                               TABLE III 
                                            Database Used 

Data base 
name 

No. of 
records 

No. of 
clusters 

No. of 
attributes 
used 

IRIS dataset 150 3 4 
WINES dataset 178 3 4 
CREDIT CARD 
APPROVAL 
dataset 

690 2 4 

ADULT dataset 30,162 3 4 

 

Fig. 5: Relocation of data towards adjacent sub-clusters  

Fig. 6a Fig. 6b Fig. 6c 
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The methodology is implemented in MATLAB and the results are shown with respect to clustering before 
and after Anonymization. The performance of the method is also represented in terms of graph for various 
metrics to compare. Figure 7 shows the performance in terms of information distortion as defined by definition 
4.6. If the number of sub-clusters is less as  N/8, there will be more data in each sub-cluster, the distance 
between the centroids will be more and hence the movement of data towards a mapped centroid will be more. 
This leads to a higher information distortion. Similarly, as the distance between the centroids increases, data 
tend to move more leading to more classification error. But the amount of privacy preservation is just the 
opposite.  As the size of the sub-cluster is reduced the movements of the data reduces and result in more data not 
anonymized. Hence, as the number of sub-clusters increases the amount of privacy preservation reduces. 

 
 

 

 

 

 

 

 

Figure 8 shows the performance of the algorithm with respect to mis-classification error for various 
numbers of sub-clusters. The graph shows that as the number of sub-cluster decreases, the number of data in 
each sub-cluster increases, the distance between the centroids of each sub-cluster increases and hence the 
mobility of the data increases. This leads to the increase in mis-classification error. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9 explains the performance based on the amount of privacy preservation. The graph shows that , as the 
number of sub-cluster decreases, the mobility of the data increases, leading to more alteration of data and hence 
more privacy. By figure 6, 7 and 8 it can be concluded that less number of sub-clusters lead to more privacy, but 
also more information distortion and mis-classification error. 

 
Fig. 7: Performance based on Information Distortion 

 
Fig. 8: Performance based on Mis-Classification error 

 

 

 
Fig. 9: Performance based on Rate of Privacy Preservation 
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VI. CONCLUSION & FUTURE WORK 
Thus the procedure for Isometric Relocation of Data by Sequencing of Sub-Clusters for Privacy Preservation 

in Data Mining has been explained with all details and the method is tested for various data sets with different 
sizes of sub-clusters. The method is also evaluated under various metrics for different size of sub-clusters. It can 
be concluded that the size of sub-clusters highly decides the amount of information distortion, mis-classification 
error and the rate of privacy preservation. Thus the methodology can provide a tuning between privacy and 
distortion.  

The methodology has been implemented for numeric attributes, which can be extended for alphanumeric 
attributes and categorical attributes. The methodology is data specific, which can be avoided by building a 
method using a neural network that can automatically adapt for any kind of data. The methodology can also be 
improvised for a reduced mis-classification error with more preservation of privacy. 
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