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Abstract— Application of data mining techniques on medical databases is a challenging task considering the high volume, complexity, and poor quality of the medical databases. Data mining in medical domain could greatly contribute in the discovery of disease associations and provide the physicians with valuable and previously unavailable knowledge. Among the hundreds or thousands of features in the medical databases only very few features predominantly contribute for medical decision making. The small subset of informative features, selected from a whole set of features, may carry enough information to construct reasonably accurate prognostic or diagnostic models. The objective is to find the optimal feature subset of the medical databases that could enhance the Accuracy, the Sensitivity and the Specificity of the classification algorithms. In this paper, a wrapper based feature subset selection approach with Fuzzy Rough K-Nearest Neighbor (Fuzzy Rough KNN) classification algorithm is used to select the discriminatory features of the Indian Liver Patient Dataset. The empirical results show that the feature selection approach could achieve a feature reduction of 70% and enhance the performance of the classifier Fuzzy Rough KNN by 7%.
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I. INTRODUCTION

The diagnosis of disease is a vital and intricate job in the field of medicine that needs to be executed accurately and efficiently. The application of data mining in medicine has proved successful in the areas of diagnosis, prognosis and treatment [1,2]. The discovered patterns may represent valuable knowledge for medical discoveries, for example identification of combinations of features that would lead to diagnosis of the disease. Studies show that improved medical diagnosis and prognosis may be achieved through automatic analysis of patient data stored in medical records i.e. by learning from past experiences [3]. The application of data mining techniques on medical databases is a challenging process considering the high volume, complexity, and poor quality of the medical databases. The medical data is collected as a patient-centric activity to benefit the individual patient without any specific research purpose [4,5] and so the data collected may include missing, corrupted, inconsistent, or non-standardized data [6]. The quality of prognostic or diagnostic prediction models depend on the quality of the data and researchers realized that in order to use data mining tools on these medical databases effectively, data preprocessing is essential [7,8,9]. The application of efficient and sound data preprocessing procedures could reduce the amount of data to be analyzed without losing any critical information, improve the quality of the data, enhance the performance of the actual data mining algorithms and reduce the execution time of mining algorithms [10].

Feature selection is an efficient data preprocessing technique that aims to identify and remove as much of the irrelevant and redundant information as possible. Research has proven feature selection to be an effective measure in reducing dimension to improve the classification and predictive accuracy of the diagnostic models [11]. Feature selection identifies the optimal features of the dataset that could improve the performance of the classification algorithms. The feature selection techniques preserve the original semantics of the variables, offering the advantage of interpretability by a domain expert, which is very much required in the medical domain. Feature selection in medical data mining is appreciable as the diagnosis of the disease could be done in this patient-care activity with minimum number of clinical tests, each with different financial cost, diagnostic value and associated risk, reducing the cost and time. The integration of feature selection with data mining techniques could help in non-invasive diagnosis and decision support. For example, conducting a biopsy in women to detect cervical cancer is an invasive, costly and painful process. Thangavel et al., (2006)[12] found a set of interesting attributes that could be used by doctors as additional support on whether or not to recommend a biopsy for a patient suspected of having the cervical cancer. Though a number of feature selection methods that enhance the performance of the mining algorithms are available, still the research goes on to identify more informative features of the dataset. The objective of this research work is to prove that a small subset of features may carry enough information to construct reasonably accurate diagnostic models. In medical domain even
very little improvement in diagnosis accuracy is significant as it means that one more patient is correctly diagnosed.

In this research work, a wrapper based feature subset selection method Classifier Subset Evaluation with Best Search method is used to identify the optimal feature subset of the Indian Liver Patient Dataset. The feature selection approach is validated by studying the performance of the classifier with the reduced feature subset. The enhanced accuracy of the classification algorithm proves that the selected feature subset carry enough information for accurate classification. The performance of Fuzzy Rough K-NN Classifier is analyzed in terms of the accuracy of the classifier, Sensitivity and Specificity.

II. LITERATURE SURVEY

A Majority of research works have been carried out in the area of feature selection and predictive classification with the goal of improving accuracy. Many authors have reported improvement in the performance of the data mining algorithms when feature selection algorithms are used. The survey of literature shows that improved classification accuracy is attained by applying various feature selection algorithms to different medical datasets of UCI Machine Learning Repository. Much research efforts have recently been made to the development of effective feature evaluation criteria, and the development of efficient search methods.

Hongmei Yan et al., (2008) [13] proposed a real-coded genetic method to select 24 critical features from 40 original features that are essential to the heart diseases diagnosis. R.E. Abdel-Aal (2005) [14] used the group method of data handling (GMDH) to reduce the dimensionality to 22% and 54% for the breast cancer and heart disease data, respectively, leading to improvements in the overall classification performance. Wang et al., (2009)[15] extracted 20 critical features are selected from original 105 features from the liver cirrhosis dataset. Polat et al., (2006)[16] diagnosed heart disease diagnosis using a hybrid expert system combining AIRS classifier and fuzzy weighted pre-processing and achieved an enhanced accuracy of 96.39% with 10-fold cross-validation. Jelonek et al.,(1993)[17] used rough sets to select attributes for classification of histological images with neural networks. The approach reduced dimensionality to about 11% of the original set. Empirical results showed an improvement in the performance of the classifier also. The highest classification accuracy of 82.05% was attained by Polat et al., (2008) [18] who presented a cascade learning system based on Generalized Discriminate Analysis (GDA) and Least Square Support Vector Machine (LSSVM) to the diagnosis of Indian Diabetes disease which otherwise gave the accuracy of 72%. Classification of ophthalmological data also showed that the decrease of classification parameters, from 14 to 3, noticeably increased accuracy from 70% to 80%[19]. Cheng et al., (2006) [20] compared the expert judgment and Correlation-based Feature Selection (CFS) strategies and showed that the CFS strategy outperformed expert judgment; however results of both approaches delivered more accurate predictions than that with full data set. Li et al., (2004) [21] explored a novel analytic cancer detection method with different feature selection methods and selected proteomic patterns and reported improvement in terms of detection performance. Su et al., (2006) [22] used four different data mining approaches to select the relevant features from the data to predict diabetes. Piramuthu (2004) [23] showed through empirical results the enhancement in classification algorithms when feature selection algorithms are used. Sarojini et al.,(2008,2009,2011) [24,25,26] proved that the feature selection approaches indeed improve the performance of various classification algorithms through a number of empirical results. Tsang-Hsiang Cheng et al., (2006) [20] adopted correlation feature selection (CFS) method to obtain the feature subset about cardiovascular disease. The empirical results show that the selected the feature subset improved the predictive power of the classifier.

III. DATASET DESCRIPTION

The Indian Patient Liver data set [27] contains 416 liver patient records and 167 non liver patient records. The data set was collected from north east of Andhra Pradesh, India. Selector is a class label used to divide into group (liver patient or not). This data set contains 441 male patient records and 142 female patient records. The attributes are (i).Age of the patient (ii).Gender of the patient (iii) Total Bilirubin (iv).Direct Bilirubin (v).Alkphos Alkaline Phosphotase (vi).Sgpt Alamine Aminotransferase (vii).Sgot Aspartate Aminotransferase (viii) Total Proteins (ix). ALB Albumin (x).A/G Ratio Albumin and Globulin Ratio and (xi) Selector field used to split the data into two sets (labeled by the experts). There is no missing data in the dataset.

IV. PROPOSED METHODOLOGY

This research work focuses on selecting the optimal feature subset with informative and discriminatory features of the medical datasets that is required for quality medical diagnosis. The criterion for the selection of the feature subset is that the selected feature subset should enhance the performance of the classifier. The proposed feature selection is evaluated based on the percentage of improvement in the performance of the classifier and the percentage of feature reduction.
The K-NN classification is suitable for data that is only partially exposed to the system prior employment [28] and Rough sets theory is based on the theory that the misclassification is due to imperfect learning space, i.e. imperfect feature vector description about the elements in the universe. The rough uncertainty is integrated into the fuzzy K-NN classifier forming the Fuzzy Rough k-NN classifier. Research shows fuzzy-rough NN classifier could perform better under partially exposed and unbalanced domain [29]. Also the fuzzy-rough NN approach contains not only upper but also lower membership degree which helps in drawing more meaningful interpretation from the output which in return provides the decision maker more valuable information. This characteristic makes fuzzy-rough NN a suitable classifier for medical data classification.
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**Figure 1. The framework of the proposed wrapper based subset evaluation**

Figure 1 shows the framework of the proposed wrapper based subset evaluation. The classification algorithm is used as the subset evaluator and so the best feature subset that enhances the performance of the classification algorithm is chosen. The method considered the 311 possible feature subsets of the IPLD and an optimal feature subset with 3 features is selected.

V. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS

The experiments are performed using the machine learning library with Java implementation WEKA [30]. The experiments are performed on the Indian Liver Patient Dataset. The performance of the proposed approach is analyzed using two criteria: the increase in the accuracy of the classifier and reduce in the number of features. The accuracy of the classifier is calculated using the formula:

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)}
\]

Where TP is the number of true positives (number of ‘YES’ patients predicted correctly), TN is the number of true negatives (number of ‘NO’ patients predicted correctly), FP is the number of false positives (number of ‘NO’ patients predicted as ‘YES’) and FN is the number of false negatives (number of ‘YES’ patients predicted as ‘NO’).

The Classifier Subset Evaluator uses Fuzzy Rough NN classifier to estimate the ‘merit’ of the possible feature subsets of the dataset. The ‘merit’ considered is the minimum classification error. The Best-first search method searches the space of attribute subsets and evaluates all possible feature subsets of the dataset against the Fuzzy-Rough NN classifier before selecting the best optimal feature subset of the dataset. A total of 311 feature subsets of the dataset are considered before selecting an optimal feature subset with 3 features. The experimental results show the feature subset with three features namely Age of the patient, Alkphos Alkaline Phosphotase, Sgot Aspartate Aminotransferase \{1,5,7\} is selected as the optimal feature subset. There is a feature reduction of 70%. In medical domain, feature reduction is appreciable as reduce in the number of features means the diagnosis of the disease with less number of tests or symptoms.

The Fuzzy Rough NN classification algorithm is applied to the reduced feature set of IPLD. The accuracy is evaluated using 10-fold cross validation. The performance of Fuzzy Rough NN classification algorithm is analyzed in terms of the five main parameters of the classification results namely Accuracy, True Positive, True Negative, Correctly Classified Instances and Incorrectly Classified Instances. Table 1 shows the experimental results of Fuzzy Rough NN classifier before and after feature selection. The results prove that the proposed feature selection has improved the performance of the classifier. The performance has improved by 7.4%.
TABLE I
Classification Results

<table>
<thead>
<tr>
<th>Feature Subset</th>
<th>Classification Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy%</td>
</tr>
<tr>
<td>Whole feature set</td>
<td>66.038</td>
</tr>
<tr>
<td>Reduced feature {1,5,7}</td>
<td>73.413</td>
</tr>
</tbody>
</table>

Sensitivity and Specificity indicate how well the classifier discriminates between cases with positive and negative classes. The discriminating ability of the classifier measured as Sensitivity and Specificity is very important in medical domain. Table II shows the comparative performance of the classifier analyzed in terms of other performance metrics like True Positive Rate or Sensitivity and True Negative Rate or Specificity. Sensitivity and Specificity are measured using the following formulae.

Sensitivity = \(\frac{TP}{TP+FN}\)

Specificity = \(\frac{TN}{(TN+FP)}\)

The Sensitivity measures the proportion of actual positives which are correctly identified as such (the percentage of sick people who are identified as having the disease (True Positive rate)); and the Specificity measures the proportion of negatives which are correctly identified (the percentage of healthy people who are identified as not having the disease (True Negative rate)).

TABLE III
Sensitivity and Specificity

<table>
<thead>
<tr>
<th>Feature Subset</th>
<th>Classification Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>False Negative</td>
</tr>
<tr>
<td>Whole feature set</td>
<td>118</td>
</tr>
<tr>
<td>Optimal feature subset {1,5,7}</td>
<td>94</td>
</tr>
</tbody>
</table>

It is evident that after feature selection there is a significant decrease in the number of False Negatives and False Positives. An improved sensitivity and specificity reduces the probability of mistake in diagnosis (a sick patient as healthy) and the probability of unnecessary medical resource wasting (diagnose a healthy patient as sick).

VI. CONCLUSION

Healthcare to common man could be achieved by bringing both computer technocrats and medical professionals together to develop knowledge-driven systems to improve the quality of life. In this research work, the features, which are less influential on the predicted output, are removed and an optimal feature subset that enhances accuracy of the classifier is obtained. The empirical results prove that the performance of the classification algorithm is enhanced with small number of discriminatory features.
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