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Abstract — Ontological way of knowledge representation is very much useful to the semantic web. In the
modernized computer era, there is a need of a special technique for personalization. XML plays an
important role in information retrieval systems and XML being a common format for information
interpretation, it will be easy to understand as well as easy to construct. In this paper, a framework has
been proposed for personalizing the web using XML based ontologies. This framework needs integration
between global ontology and locally generated ontology based on user profiles. The relevant concepts
between both the ontologies are identified, grouped together and ranked. Finally, the generated ontologies
are evaluated using standard datasets, based on their semantic structures. The clustered concepts and
query pairs are being analyzed with varying threshold limits. In addition, the performance metrics show
that the ontology based techniques show a good precision, recall values for the user given data, when
compared to text-based approaches.
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I.  INTRODUCTION

In the semantic world, concepts are given much more importance than usual lexicons. A semantic model is
required for the identification of concepts, which are the user, preferred ones. Building of such a model should
serve the semantic world with its enduring performances such as scalability and adaptability in a distributed
environment. Ontologies are chosen as a best way for the construction of the semantic web. Conversion of
ontological database into XML or XML based OWL is very easy and it can be done automatically. So XML
based ontologies are preferred for web page personalization. Such an approach of ontology mining can be very
much useful to the semantic society.

In this paper, the basic techniques and definitions related to ontologies like ontology alignment, ontology
languages and OWL specifications are discussed in section IlI.

Section 1V explains about XML data model. Here, the basics for the generation of XML graph, and accessing
the data in XML database with the help of XML-QL, are being explained with example.

Section V A explains about the need for ontology integration. The structure of ontology integration framework
is being explained in V B. Section V (C,D,E) plays an important role in understanding the relevance of concepts
and grouping of concepts with the help of grouping algorithm, and the similarity of concepts between two
different ontologies, with the help of Mutual information technique. Finally, in Section V F, the advantages of
using similarity measures are being explained.

Section VI explains the experimental setup by the construction of a framework for XML based personalized
ontologies. Section VI (B, C, and D) explains about how to preprocess the user input. The steps for
preprocessing are explained using the probabilistic function of the weighted terms. In Section VI D, how the
classification of text is done, is being explained. Section IV E shows, how the web search be personalized. In

Section VII results are displayed and analyzed in various aspects. Mainly Section VII A shows the analysis of
the semantic structure of the constructed ontologies. Section VII C shows the analysis of similarity between the
concepts with and without using ontologies. In Section V111, conclusion and future work are given.

Il. RELATED WORK

Xiaohui Tao et al [3] proposed a personalized ontology model, which combines the search results from both
world knowledge base and local instance repositories. Based on the exhaustivity and specificity of topics, the
documents are organized into positive documents, negative documents and neutral documents. Here
multidimensional ontology mining approach is followed. The generated ontology model is compared against the
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benchmark models and the result show good improvement of performance compared to other models. This
model plays an important role in the motivation behind research.

Peter D. Karp et al [4] suggested XOL an xml-based ontology exchange language, which is best suited for
sharing ontologies in a distributed environment. XOL can also be used for translating the SQL query of a
relational database into XQuery of XML database.

Vigneshwari et al [16] devised a technique to extract the interesting measures using ontology mining. Here the
balanced mutual information is used for finding the similarity between two concepts in the same ontology.

Shashank et al [20] created a model, which assumes that the words are independent of each other. Instead of
treating a document as a merely bag of words, the similarity or distance measures are calculated. This model
shows that the concepts should be taken in a semantic manner instead of mere text.

Jayabharathi et al[8] created a hierarchical clustering algorithm using semantic similarity. This approach will
have better clustering results than that of the partial clustering algorithms which uses merely cosine similarity
measures.

Songyun Duan et al [13], suggested a cluster based approach to align different ontologies. In his approach,
the medical datasets are analyzed, where internal partitioning of the same domain takes place. The ontology
alignment is done based on the mapping across the sub- domains of the medical ontology. A similar approach is
followed in our work, where the queries are left up to the user, and based on the user’s query log, the global
ontology is constructed, thereby following the URL, and the local ontology is automatically generated from the
user given query tags.

Bagheri Hariri et al [21] developed a supervised neural network model to generate compound metrics for
cross- ontology mapping. In our proposed work, based on the user search history, the first ontology is generated
automatically. This is internally partitioned as clusters. Based on the user’s continuous queries the second
ontology is automatically generated from the previous one. The main scope of this paper is to understand the
concepts, which are used for cross ontology mapping.

Heasoo Hwang et al [14], proposed a robust approach to organize user queries into groups dynamically and
automatically. Search behavior graphs like query reformation graph, query click graph, query fusion graph were
generated, and it was experimentally proved that query automation is very much useful for a collaborative
search in his work. Dynamic query grouping also plays a significant role in organizing the queries given by the
user. This is also important for the construction of ontologies.

Yanhui et al [9] proposed a flexible mechanism to integrate ontologies in multi ontology based system. A
framework for ontology integration, which combined both ontology similarity measures and ontology
integration algorithms, had been suggested in that work. The integrated ontology is evaluated and checked for
consistency.

Narayana et al[22] proposed an approach to discover and rank semantic associations on semantic web and
finally the associations are experimented using SWETO data set. The concepts are ranked according to the
association ranking methodology.

I11. TECHNIQUES AND DEFINITIONS
A.Ontology definition

Ontology is a representation of knowledge in a particular domain as a set of concepts and their relationships
.Formal definition of ontology is given as follows.

Let cls be the class, rel the relationship between the classes, attr the attributes, and ind be the individual
instances. The ontology O is defined as

O=(cls ,rel, attr, ind) (D)

Based on the ontology definition, the major components are identified as classes, their relationships, the
attributes and individual instances.

B.Ontology alignment or Cross ontology mapping:

The other name for ontology mapping is called ontology alignment. It is a process, which is used to find out the
relationships between the concepts. From the definition of ontology, the definition of ontology alignment can be
derived. Let the first ontology be X and its components be (cls, ,rel,, attr,, indy) and the second ontology be Y
ontology and its components be (cls, ,rely, attr,, ind,) , then cross ontology mapping is said to be the matching
of the components of ontology X onto the components of the ontology Y. Various means of ontology mapping
techniques are available, depending on the types of ontologies. Two major types of ontologies are homogenous
ontologies and heterogeneous ontologies. If all the concepts are in the same domain then the ontology is called
homogenous ontology. If the concepts refer different domain, then the ontology is called heterogeneous
ontology. The query components of the ontologies may also belong to atomic type or complex type. Each and
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every node in the ontology of a particular domain is called a concept. There are two types of relationships
between the concepts in ontology. The relationships may be is-a relation or part-of relation.

C.Ontology languages

Early ontology languages were based on either HTML or XML. Previously XML based ontology exchange
language (XOL) was used. XOL, follows generic approach of defining ontologies. In XOL, a single set of XML
tags can be used to describe the ontologies. Then it was upgraded into Ontology Integration Language (OIL),
which lays the foundation for merging of ontologies or ontology integration. Then the family comprising of
knowledge representations called Web Ontology Language, (OWL) family was emerged, which is purely based
on XML schemas. There are two specifications of OWL. They are OWL 1.1(2007) and OWL 2 (2009).This was
recommended by World Wide Web Consortium (W3C).

D. OWL specifications

OWL1.1 has its syntax defined in XML schema language and OWL 2 is an ontology language for the semantic
web with formally defined meaning. OWL2 has XML serialization, which mirrors the structural specifications.
OWL2 found its way into the semantic editors like protégé, and semantic reasoners like Hermit.

The following Figure 1, is an XML schema for some sample ontology classes like authors and books, defined by
OwL 1.1

<?xml version="1.0"?>

<rdf:RDF>
<!-- http://lwww.semanticweb.org/viki/ontologies/2013/9/
untitled-ontology-16#author -->
<owl:Class rdf:about="http://www.semanticweb.org/viki/ontologies/2013/9/
untitled-ontology-16#author'>
<rdfs:subClassOf rdf:resource="http://www.semanticweb.org/viki/
ontologies/2013/9/untitled-ontology-16#novel"/>
</owl:Class>
</rdf:RDF>
<!-- Generated by the OWL API (version 3.3.1957) http://owlapi.sourceforge.net -->
<I-- http://www.semanticweb.org/viki/ontologies/2013/9/untitled-ontology-
16#author_name -->
<owl:Class rdf:about="http://www.semanticweb.org/viki/ontologies/2013/9/untitled-
ontology-
16#author_name">
<rdfs:subClassOf rdf:resource="http://www.semanticweb.org/viki/ontologies/2013/9/
untitled-ontology-16#text_Book"/>
</owl:Class>

Figure 1. A sample XML schema defined by OWL1.1

IV. XML DATA MODEL
A. XML syntax and XML graph

XML elements are tagged using user defined tag names. The syntax of XML tag is
<tagname>......</taghame>. Let us take a graph G, for the particular ontology X. The attributes of G, are
vertices with distinct element identifiers, edges, labels.

Gy =(v,el) (2)

where Vv is the set of vertices, e is the edge and | is the label. The types of edges in Gy may be content edges
or attribute edges. These edges can also be labeled using the attribute, 1.

B. XML Data Example
book.xml
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<document>
<book >
<type>
<text_book>
<author> Tanenbaum</author>
<book name>
Computer Networks
</book_name>
<price>$6</price>
<author>C J Date</author>
<book_name>
Database Systems
</book_name>
<price>$5</price>
</text_book>
<novel>
<author>Dan </author>
<book_name>
abc
</book_name>
<price>$10</price>
</novel>
</type>
</book>
</document>

Figure 2. An example XML data file
Figure 2 represents a sample XML data file *book.xml’, for which the portion of the XML tree representation is
given in Figure 3. An XML tree has nodes connected to each other by data labels. Each node of XML tree is
having an element identity and the labels are the tags in XML data. An element identity is a numbered one. The
XML tree has a single root, intermediate level of element identity nodes and leaf nodes. At the leaf level, the
values of the XML tags are given.

“Andrew s Tanenbaum™ “C ) Date” “Dan Brown"

Figure 3. A portion of the sample XML tree
In Figure 3, eid’n’ represents the element identity and eids are connected with each other using data labels.
C. XML-QL Query Language
The general syntax of XML QL is:

‘ where (XML-pattern [Element-As $var]) *IN filename, (predicate)* construct XML-pattern/variable.
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For example let us take the sample query like “search for the author named Dan Brown who wrote the novel
called ‘Angels and Demons’, then the syntax of XML QL will be

where <type><novel><author>
$N
</type></novel></author>
in ““book.xml”’; $N like *Dan* construct $E.

The results will be retrieved based on the query—to-data mappings.
D. Creation of a simple XML table in native XML database

The general syntax is:
Create table name( doc XML)

Select X.* from book, XML Table (‘$t/type/text_book/author’ passing doc as “t” COLUMNS author varchar
(20) PATH “type/text_book/author’ AS X

On running the above query in DB2 the following COLUMN is created

TABLE |
A column in XML table

Name
Tanenbaum
CJ Date

Table 1. shows a sample column in XML table. The XML table function has row-generating Xquery expression
and the COLUMNS clause, which has one or more column generating expressions [5].

V. ONTOLOGY INTEGRATION FRAMEWORK
A. Need for ontology integration:
Usually, the developers of ontology-based databases prefer to adopt existing ontologies than creating a
newer one, since the user-developed ontologies are time consuming and tedious ones. Multidatabase query
problem arises, when more number of ontologies exists for the same data type. It also leads to semantic
mismatch problem. Various schemas are needed to be developed to follow semantics. This will lead to
gather full knowledge about the database. Since distributed databases are shared ones, ontologies also
needed to be developed in a shared manner.

Shared Global
Ontology (G) |« 2

Shared Local ' Shared Local
Ontology (L;) Ontology (Lz)

Figure 4. Global ontology shared by Local ontologies L; and L2
In Figure 4, G represents the shared Global ontology, and L1 and L2 represents the shared local ontologies. The
above Figure illustrates the ontology integration, which is the mapping of the concepts between shared local and

global ontologies.
To understand the above concept in a better way, let us consider two ontology classes like author class and book
class as represented in Figure 5.
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Author

Is a subclass of Is a subclass of

Person

writes Belongto

Books Books

CHH!
Ualal

Author Class Employee Class

Figure 5. Representation of two distinct ontology classes ‘author’ and ‘employee’

In Figure 5, two different ontology classes are introduced. One is the author class and the second one is the
employee class. Both the classes have a common concept called Person. In this, we can merge the entity person,
which leads to the integration of two distinct classes into a single one.

Is a subclass of Is a subclass of

Writes

it
h

Belongto

Merged Ontology class

Figure 6. A merged ontology class

In Figure 6, the person concept, which is a common entity for the classes, author and employee, is being shared.
From this, the idea of sharing of concepts between ontologies is clearly understood. This lead to the newer
technique of ontology integration by finding the similarity measures between the concepts of the shared local
ontologies, which are can be further shared by other ontologies.

Structure of ontology integration framework

The ontology integration framework consists of the following

¢ A global ontology, G
¢ A local ontology, L
e Mapping of L onto G, Mg
e Assigning the semantics of Ontology Integration System(OIS) as :
Sem(G,L,MG’L) (3)
Equation (3) represents the semantic function sem(..), which is the collection of G, L, Mg
¢ Queries(Q) which are the collection of tuples of concepts extracted, on posing a query to the OIS
Q={cy,Cy,...Cn} (@)
Where c¢,,c,,...C, are concepts which are the instances in the local ontology which also exist in the global
ontology. But the depth of the concept may differ in both the ontologies [5].
¢ Relationships between the concepts can be is-a, part-of, has-a etc.
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Figure 7. An example ontology describing author of a book

In Figure 7, sample ontology has been given which describes the author of book. In the above Figure, the
relationships between the concepts such as is-a, has etc are described. Let us consider the example “Tanenbaum
is an author (is a relationship) who has (has a relationship) written books in computer science (is a relationship)”

Multiple local ontologies can be mapped onto a global ontology.

Person(x) < L(X)
Book(y) < La(y)
Human Being(x) « Ls(x)
Author(x) < L4(X)

In the above example, the concepts on the left hand side are global concepts and that on the right hand side like
L3(x) are set of local concepts.

B. Relevance of concepts
Query relevance can be computed based on time-based relevance metric and by computing textual similarity.

|[words(ci)nwords(cy)| (5)

SImtXt(cl'CZ)z|words(c1)uwords(cz)|

Textual similarity is based on jacard similarity [7].The main issue in using textual similarity between the
concepts, is lack of semantics. For example, bean and java bean can be identified as simillar concepts and can be
grouped under the same category. But if the bean is intended to be a vegeteble, then both of the above concepts
will come under different categories. So we need a semantic similarity measure to find the relevance between
the concepts.

C. Grouping of concepts

Grouping up of concepts plays an important role in ontology integration. An automated, unsupervised, semantic
approach is required which can be done dynamically with the support of ontologies.
Algorithm for grouping the concepts
Inputs: cg, (Current concept group )for a single user in an existing ontology
C.. refers to the current concept
Set of existing concept groups C={c;,C,,...Cn}
Thrin<0<Thrg,<1, where Thrg, is the similarity threshold value
Output: Concept group ¢ ,that matches cg,
0) c=d
(1) Thrpa=thrgm
(2) Fori=1tom
(2.1) if sim(Cgp,Ci)>Thrmax
(2.1.2) c=¢;
(2.1.2) Thrma=sim(cgp,ci)
(2.2) End if
() ifc=d
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(3.1) c=cUcqy,
(3.2) c=cyp
(4)End if
(5) return cgp
D. Calculation of concept similarity across different ontologies

In a document vector model, mutual information is a non-negative and symmetric one. Let I(cq,c;) be the mutual
information between the concepts ¢, and c;, where cg is a concept in the global ontology and c; is a concept in the
local ontology. 1(cq,c)) is calculating using the following formula:

100 0)=Tcper T (il (6)

| 1€L &cgeG P(cg)P(c)

Here P(cy,c;) is t.he probability of the co-occurrence of the concepts in both the global ontology and in the local
ontology.
P(cy) is the probability of occurrence of the concepts in the global ontology alone and P(c)) is the probability of
occurrence of the concepts in the local ontology alone .

E. Advantages of using ontology based similarity measure

When compared to the usual text based clusters, the main drawback is that, it is tedious to calculate the
similarity or dissimilarity between the two concepts, as the requirement of results vary from user to user for the
same query. The factor is that most traditional clustering algorithms treat the set of documents a mere bag of
words. The main advantage of using ontology based similarity measure is that, since ontologies are created by
domain experts, they will be more precise. When compared to other methods, ontology based methods are
computationally more efficient. The integration of domain knowledge into data mining process is also made
easier with the help of ontology mining.

VI. EXPERIMENTAL SETUP

A. A framework for XML based personalized ontology

Figure 8. Proposed architecture for XML based ontologies

Figure 8 represents the framework for the construction of XML based personalized ontology. The request from
the user is analyzed in the UPO (User Profiling Ontology). UPO has its backup in XML based Local database.
In other words, UPO is nothing but the local ontology, being shared with the global ontology and the XML
based local database. If the data is not present in the local XML database then the global information available
from the World Wide Web(WWW) is taken and sent to the user, as well as the same is updated in the local
database. Based on the continuous user queries, the web pages are ranked in the local database, thereby
personalizing the web.

B. Preprocessing the user input:

The user logs are pre-processed into tokens. Using WordNet 2.1, the meaningful words are extracted and the
global ontology is constructed.
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£ WardNet 2.1 Browser

File Hitoy Ophions  Helo
SeachWord [deskiop

Searches o deshton_ Nown | Serwes: [

The noun deskiop has 2 senses (no senses from lagged texts)

1. deskctop - (e top of a desk)
2. background, desktop, screen background - ((computer science) the area of the screen in graphical user interfaces aganst which icons and windows appear)

Dvervaew of deskiop

Figure 9. A sample WordNet browser

Figure. 9 shows a sample WordNet browser for browsing the word ‘desktop’. The user queries are stored in tag-
url format in the user log file, as given in Figure 8. Log files are extracted from the log base, which is otherwise
the XML database, at different time periods by a single user.

P log - Notepad g@'g}

File Edit Format YView Help

-~
office-keywords/http://en.wikipedia.org/wiki/office
desktop-keywords/http://en.wikipedia.org/wiki /Desktop
university -keywords/http://en.wikipedia.org/wiki/university
public-keywords /http://en.wikipedia. org/wiki /Public
novel -—keywrds/httﬁ://en. wikipedia.org/wiki/Movel
pata base-keywords/http://en.wikipedia.org/wiki /Data_Base

desktop-keywords /http:/ en.wikipedia.orgswiki /Desktop
search-keywords /http: /en.wikﬁpedia.orgswiki/search
display-keywords /http: /en.wikipedia.orgﬁwiki/0i5?1ay
novel -keywords/httﬁ: en.wikipedia. org/wiki /Nove

pata base-keywords/http://en.wikipedia.org/wiki/bata_sase
desktop-keywords/http://en.wikipedia.org/wiki /Desktop
park-keywords /http://en.wikipedia.org/wiki/Park

novel —keywurds/httﬁ://en.wikipedia.org/wiki/muve1

pData base-keywords/http://en.wikipedia.org/wiki /Data_Base
desktop-keywords/http://en.wikipedia.org/wiki /Desktop
textbook-keywords /http://en.wikipedia.org/wiki /Text_Book

Figure 10. A sample log file

Figure 10 shows the set of keywords and URLs browsed by a single user at different times. For experimental
purpose, the pages from Wikipedia are considered in this file.

C. Steps for processing and extracting the useful information

e Documents fetched from the web sites are preprocessed. Initially the documents are classified into
positive and negative documents [10] and the weights of the terms are calculated.
e Let D be the document , ti be the terms chosen, fri is the frequency of those terms. Then the document ,

D={(ts,fro),(tz,fr2)...(tn,frn)} (7

where fr; is frequency of the term t; . The document frequency in a semantic space is calculated as
F(D)={(t1,wty),(t,wtp)....(t,,Wt,)} (8)

where wt;(1..n) is the weight distribution of terms t;.

Wi (©)

XS

e A probabilistic function p for the terms selected is derived as p(t) where
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P()=Xpepoc+cweer(p) Support(D) xwt  (10)

and Doc

+is

a positive document. The weight of the individual terms is calculated.

e Based on the weight of the positive documents the local XML database is mapped onto the global

ontology

D. Classification of the Text

1) Training the document sets:
The document features are based on the user input. The training sets are extracted and sent to machine learning
algorithm for pattern recognition.
Before the document features are extracted and trained, the raw data has to be preprocessed. Preprocessing
comprises of segmentation of terms in each sentence, followed by tokenization, stemming, removal of stop-
words, parts of speech tagging. After preprocessing, the individual terms are extracted and the relationships
between the terms are identified. The related terms are clustered and classified into a particular domain. Figure
11 shows the preprocessing of documents and tokenizing the terms.
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Figure 11. . Token extraction

2) Relevant Pattern Prediction:
From the results of the machine learning algorithms, a classifier model can be constructed and trained. This
approach is a supervised learning approach. Grouping the terms is done, after stemming and stop word removal.
The relevant concepts are predicted and clustered by k-means clustering algorithm.
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Figure 12. Ranking a grouping of concepts

Figure 12 shows the experimental results of the concept grouping. The concepts are grouped together using the
grouping algorithm, as discussed in the above section(V-D). Before grouping up of the concepts, the concepts
have to be ranked based on their weights. Weights are calculated based on the term frequency of the
documents(eqn(9)), and then a probabilistic function is applied to the weights to find out their support in the
document(eqn(10)) as discussed earlier, thereby making this in a semantic way. Then mapping up of the
concepts between the local ontology and global ontology takes place,which is based on the mutual information
between the concepts between the two ontologies(Eqn 6).

E. Personalizing the web search

The search history is updated in the users log base. The retrieved web pages are classified into relevant
pages, non-relevant pages and ambiguous pages. Relevant pages, which are commonly visited by the user, are
ranked top based on the search histories of the user. Usually in the Information Retrieval systems the stop
words(the, is, and,...)are ignored. The stemmer is useful for stemming the words. A sample personalized web
page can be created like the one shown in the following figure, Figure. 13.
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Figure 13. User Update on Personalization
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VIIl. RESULTS AND DISCUSSIONS
A. Analysis of the semantic structure of the constructed ontologies:

The tokens are classified using tokenizers, and the parse tree is generated. The meaningful terms and the
relationship between the terms are identified. Finally, the precision, recall, F-Measure values of the relevant
retrieved documents are calculated.

Precision is defined as the ratio of total number of relevant retrieved documents, to the total number of retrieved
documents.

.. total number of relevant retrieved documents
Precision= u (11)

total number of retrieved documents

Recall is defined as the ratio of total number of relevant retrieved document, to the total number of relevant
documents in the xml database.

total number of relevant retrieved documents (12)

Recall=
total number of relevant documents

The weighted harmonic mean, F- Measure has been given in egn (13)

2.precision.recall
F-Measure=—1"-—2nTe2_ (13)
precision+recall

B. Datasets used
The datasets comprises of queries belonging to different semantic clusters. The datasets are taken from SWETO
package. The corresponding web site is: “http://archive.knoesis.org/library/ontologies/sweto/”.

The cluster results are obtained with the k-means clustering algorithm. The similarity of individual terms is
taken and compared with that of the global ontology using balanced information concept.

TABLE Il
A sample data set

Classes subsets No. of Instances
Cities, Countries, states 2902

Airports 1515
Companies and banks 30948

Persons and researchers 307417
Terrorist attacks and organizations 1511

Scientific Publications 463270

Journals conferences and books 4256

Table 2. represent a sample dataset taken from SWETO as of January 2004 from LSDIS database. The datasets
comprise of different documents, the corresponding classes, terms and size in Kilo bytes. After clustering,
similarity is calculated. Then the Home Clusters and query pairs having similarity, is calculated for various
threshold limits as shown in Table I1I.

TABLE 11
Similarity table
Total number of Total number of
Threshold clusters with query pairs with
similarity similarity

0 60 200

.25 30 100

5 15 20
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The graphical representation of Table 3, shows the threshold variations in the clustering of queries

250
200
150 ® Total number of
clusters with similarity
100 B Total number of query
pairs with similarity
50 -
0 _
0 0.25 0.5 0.75

Figure 14. Threshold variations in query clusters

Figure 14 shows the threshold variations in using different query clusters. The results show that, on using lower
threshold values, more similarity is found when compared to the higher thresholds. After clustering, the global
ontology and the local ontologies are automatically generated. Figure. 15 shows a sample global ontology which
has been generated automatically using protégé OWL software (OWL 1.1), since OWL supports XML.
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Figure 15. Global ontology
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Figure 16. A sample integrated Local ontology

Figure 16 shows the generated local ontology. The sequence of the queries given by the, users are analyzed,
mapped with the concepts in the global ontology and are ranked. In, the leaf nodes, the ranks are displayed. For
example in the above Figure, the query-pair (business intelligence, artificial _intelligence) is ranked 3, based on
the mapping with global ontology.

C. Analysis of similarity between the concepts using ontologies and without using ontologies

Some of the keywords searched by the user, and their precision, recall, F-measure using XML database using
the ontologies and without using the ontologies is discussed below.

TABLE IV
Similarity measures using XML based ontology
. . Text
Keyword University Database Novel Book
Precision .78 44 .66 .88
Recall .55 .52 57 .78
.82
F-Measure 1.33 .96 1.22
Graphical representation of the above data from Table 4 is given in Figure.17
1.4
1.2
1
0.8 B Precision
0.6 - 1 Recall
0.4 - M F-Measure
0.2 -
O 1 T T T
University Database  Novel Text Book

Figure 17. Precision, Recall, F-Measure values of retrieved documents from the database using ontologies
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concepts can be found without using ontology, is discussed in Table 5.

TABLE V
Similarity measures using text based clustering without ontologies

. . Text
Keyword University Database Novel Book
Precision 74 40 .36 .38
Recall .25 .50 45 .62
F-Measure
0.37 0.44 0.40 0.47
Graphical representation of the above data is given in Figure.18
14
1.2
1
0.8 — M Precision
0.6 1 M Recall
0.4 - —
0.2 - | F-Measure
O B T T T 1
text based Database Novel Text Book
measures

Figure 18. Precision, Recall, F-Measure values of retrieved documents without using ontologies

Average of precision, recall and f-measure values in using text-based approach and ontology mining approach
as shown in the following Figure 19 indicates, that the ontology mining approach is good when compared to the
text based ones.

1.2

1 /
0.8

—
—

= Text based approach

0.6
0.4 ontology mining
approach
0.2
O T T 1

Precision Recall F-Measure

Figure 19. Comparison of similarity measures using ontologies and without using ontologies

VIII. CONCLUSION AND FUTURE WORK

XML based approach is globally accepted as a common one. XML based ontologies can be constructed to
improve the overall performance of the system by calculating similarity measures. Results show that the
clustering of the concepts using ontologies show a good precision and recall metrics when compared to the text
based clustering measures. Usage of personalized ontologies can enhance the web based information retrieval
in a more efficient way. More fast algorithms can be implemented and analysed as a future development of this
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work. As well as, the relationships between the concepts have to be further strengthened in the locally generated
ontology which is left as a future part of this work.
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