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Abstract — Ontological way of knowledge representation is very much useful to the semantic web. In the 
modernized computer era, there is a need of a special technique for personalization. XML plays an 
important role in information retrieval systems and XML being a common format for information 
interpretation, it will be easy to understand as well as easy to construct. In this paper, a framework has 
been proposed for personalizing the web using XML based ontologies. This framework needs integration 
between global ontology and locally generated ontology based on user profiles. The relevant concepts 
between both the ontologies are identified, grouped together and ranked. Finally, the generated ontologies 
are evaluated using standard datasets, based on their semantic structures. The clustered concepts and 
query pairs are being analyzed with varying threshold limits. In addition, the performance metrics show 
that the ontology based techniques show a good precision, recall values for the user given data, when 
compared to text-based approaches.   

Keywords- ontology, XOL, preprocessing, URL, W3C, ontology integration, information retrieval, relational 
databases, XML Table, UPO, OIS.  

I. INTRODUCTION 

     In the semantic world, concepts are given much more importance than usual lexicons. A semantic model is 
required for the identification of concepts, which are the user, preferred ones. Building of such a model should 
serve the semantic world with its enduring performances such as scalability and adaptability in a distributed 
environment. Ontologies are chosen as a best way for the construction of the semantic web. Conversion of 
ontological database into XML or XML based OWL is very easy and it can be done automatically. So XML 
based ontologies are preferred for web page personalization. Such an approach of ontology mining can be very 
much useful to the semantic society. 

In this paper, the basic techniques and definitions related to ontologies like ontology alignment, ontology 
languages and OWL specifications are discussed in section III. 

Section IV explains about XML data model. Here, the basics for the generation of XML graph, and accessing 
the data in XML database with the help of XML-QL, are being explained with example. 

Section V A explains about the need for ontology integration. The structure of ontology integration framework 
is being explained in V B. Section V (C,D,E) plays an important role in understanding the relevance of concepts 
and grouping of concepts with the help of grouping algorithm, and the similarity of concepts between two 
different ontologies, with the help of Mutual information technique. Finally, in Section V F, the advantages of 
using similarity measures are being explained. 

Section VI explains the experimental setup by the construction of a framework for XML based personalized 
ontologies. Section VI (B, C, and D) explains about how to preprocess the user input. The steps for 
preprocessing are explained using the probabilistic function of the weighted terms. In Section VI D, how the 
classification of text is done, is being explained. Section IV E shows, how the web search be personalized. In 

Section VII results are displayed and analyzed in various aspects. Mainly Section VII A shows the analysis of 
the semantic structure of the constructed ontologies. Section VII C shows the analysis of similarity between the 
concepts with and without using ontologies. In Section VIII, conclusion and future work are given.  

II. RELATED WORK 

     Xiaohui Tao et al [3] proposed a personalized ontology model, which combines the search results from both 
world knowledge base and local instance repositories. Based on the exhaustivity and specificity of topics, the 
documents are organized into positive documents, negative documents and neutral documents. Here 
multidimensional ontology mining approach is followed. The generated ontology model is compared against the 
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benchmark models and the result show good improvement of performance compared to other models. This 
model plays an important role in the motivation behind research. 

     Peter D. Karp et al [4] suggested XOL an xml-based ontology exchange language, which is best suited for 
sharing ontologies in a distributed environment. XOL can also be used for translating the SQL query of a 
relational database into XQuery of XML database.  

   Vigneshwari et al [16] devised a technique to extract the interesting measures using ontology mining. Here the 
balanced mutual information is used for finding the similarity between two concepts in the same ontology.  

     Shashank et al [20] created a model, which assumes that the words are independent of each other. Instead of 
treating a document as a merely bag of words, the similarity or distance measures are calculated. This model 
shows that the concepts should be taken in a semantic manner instead of mere text. 

     Jayabharathi et al[8] created a hierarchical clustering algorithm using semantic similarity. This approach will 
have better clustering results than that of the partial clustering algorithms which uses merely cosine similarity 
measures. 

     Songyun Duan et al [13], suggested a cluster based approach to align different ontologies. In his approach, 
the medical datasets are analyzed, where internal partitioning of the same domain takes place. The ontology 
alignment is done based on the mapping across the sub- domains of the medical ontology. A similar approach is 
followed in our work, where the queries are left up to the user, and based on the user’s query log, the global 
ontology is constructed, thereby following the URL, and the local ontology is automatically generated from the 
user given query tags. 

          Bagheri Hariri et al [21] developed a supervised neural network model to generate compound metrics for 
cross- ontology mapping. In our proposed work, based on the user search history, the first ontology is generated 
automatically. This is internally partitioned as clusters. Based on the user’s continuous queries the second 
ontology is automatically generated from the previous one. The main scope of this paper is to understand the 
concepts, which are used for cross ontology mapping.  

     Heasoo Hwang et al [14], proposed a robust approach to organize user queries into groups dynamically and 
automatically. Search behavior graphs like query reformation graph, query click graph, query fusion graph were 
generated, and it was experimentally proved that query automation is very much useful for a collaborative 
search in his work. Dynamic query grouping also plays a significant role in organizing the queries given by the 
user. This is also important for the construction of ontologies.  

     Yanhui et al [9] proposed a flexible mechanism to integrate ontologies in multi ontology based system. A 
framework for ontology integration, which combined both ontology similarity measures and ontology 
integration algorithms, had been suggested in that work. The integrated ontology is evaluated and checked for 
consistency. 

     Narayana et al[22] proposed an approach to discover and rank semantic associations on semantic web and 
finally the associations are experimented using SWETO data set. The concepts are ranked according to the 
association ranking methodology. 

III. TECHNIQUES AND DEFINITIONS 

A.Ontology definition 

Ontology is a representation of knowledge in a particular domain as a set of concepts and their relationships 
.Formal definition of ontology is given as follows. 

 Let cls be the class, rel the relationship between the classes, attr the attributes, and ind be the individual 
instances.The ontology O is defined as  

O=( cls ,rel, attr, ind)                             (1) 

 Based on the ontology definition, the major components are identified as classes, their relationships, the 
attributes and individual instances.  

B.Ontology alignment or Cross ontology mapping: 

The other name for ontology mapping is called ontology alignment. It is a process, which is used to find out the 
relationships between the concepts. From the definition of ontology, the definition of ontology alignment can be 
derived. Let the first ontology be X and its components be (clsx ,relx, attrx, indx) and the second ontology be Y  
ontology and its components be (clsy ,rely, attry, indy) , then cross ontology mapping is said to be  the matching 
of the components of ontology X onto the components of the ontology Y. Various means of ontology mapping 
techniques are available, depending on the types of ontologies. Two major types of ontologies are homogenous 
ontologies and heterogeneous ontologies. If all the concepts are in the same domain then the ontology is called 
homogenous ontology. If the concepts refer different domain, then the ontology is called heterogeneous 
ontology. The query components of the ontologies may also belong to atomic type or complex type. Each and 
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every node in the ontology of a particular domain is called a concept. There are two types of relationships 
between the concepts in ontology. The relationships may be is-a relation or part-of relation.  

C.Ontology languages 

Early ontology languages were based on either HTML or XML. Previously XML based ontology exchange 
language (XOL) was used. XOL, follows generic approach of defining ontologies. In XOL, a single set of XML 
tags can be used to describe the ontologies. Then it was upgraded into Ontology Integration Language (OIL), 
which lays the foundation for merging of ontologies or ontology integration. Then the family comprising of 
knowledge representations called Web Ontology Language, (OWL) family was emerged, which is purely based 
on XML schemas. There are two specifications of OWL. They are OWL 1.1(2007) and OWL 2 (2009).This was 
recommended by World Wide Web Consortium (W3C ). 

D. OWL specifications  

OWL1.1 has its syntax defined in XML schema language and OWL 2 is an ontology language for the semantic 
web with formally defined meaning. OWL2 has XML serialization, which mirrors the structural specifications. 
OWL2 found its way into the semantic editors like protégé, and semantic reasoners like Hermit. 

The following Figure 1, is an XML schema for some sample ontology classes like authors and books, defined by 
OWL 1.1 

 
 

<?xml version="1.0"?> 
… 
… 
… 
<rdf:RDF> 
<!-- http://www.semanticweb.org/viki/ontologies/2013/9/ 
                  untitled-ontology-16#author --> 
                    <owl:Class rdf:about="http://www.semanticweb.org/viki/ontologies/2013/9/ 
                                untitled-ontology-16#author"> 
                    <rdfs:subClassOf rdf:resource="http://www.semanticweb.org/viki/ 
                         ontologies/2013/9/untitled-ontology-16#novel"/> 
                </owl:Class> 
</rdf:RDF> 
<!-- Generated by the OWL API (version 3.3.1957) http://owlapi.sourceforge.net --> 
    <!-- http://www.semanticweb.org/viki/ontologies/2013/9/untitled-ontology-
16#author_name --> 
    <owl:Class rdf:about="http://www.semanticweb.org/viki/ontologies/2013/9/untitled-
ontology- 
                                              16#author_name"> 
        <rdfs:subClassOf rdf:resource="http://www.semanticweb.org/viki/ontologies/2013/9/ 
                                              untitled-ontology-16#text_Book"/> 
    </owl:Class> 

 

Figure 1. A sample XML schema defined by OWL1.1 

IV. XML DATA MODEL 

A. XML syntax and XML graph 

XML elements are tagged using user defined tag names. The syntax of XML tag is 
<tagname>......</tagname>. Let us take a graph Gx for the particular ontology X. The attributes of Gx are 
vertices with distinct element identifiers, edges, labels.  

                       Gx = (v,e,l)                    (2)  

where v is the set of vertices, e is the edge and l is the label. The types of edges in Gx  may be content edges 
or attribute edges. These edges can also be labeled using the attribute, l. 

B. XML Data Example 

book.xml 
 
 

 
 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4558



 
 

Figure 2 
given in 
having an
XML tre
values of

 

     In Fig

C. XML-

     The
 

where 

 

represents a s
Figure 3. An
n element iden

ee has a single
f the XML tag

gure 3, eid’n’ r

QL Query Lan

e general synt

(XML-pattern

sample XML 
n XML tree ha
ntity and the l
e root, interm
gs are given.  

represents the

nguage 

tax of XML Q

n [Element-As

<document>
      <b
         <type> 
            <text_
                 <au
                 <b
                      
                 </b
                 <p
                 <au
                 <b
                      
                </b
                <pr
          </text_
          <novel
               <aut
               <bo
                      
               </bo
               <pri
          </nove
      </type> 
  </book> 
</document>

Figure 2.

data file ‘boo
as nodes conn
labels are the 

mediate level o

Figure 3. A p

e element iden

QL is:  

s $var]) *IN fi

book > 
 

_book> 
uthor> Tanen

book_name>   
       Compute

book_name>
price>$6</pric
author>C J  Da
book_name> 
       Database

book_name>   
rice>$5</price
_book> 
l> 

uthor>Dan </a
ook_name> 
         abc 
ook_name> 
ice>$10</pric

el> 

> 

An example XM

k.xml’, for wh
nected to each
tags in XML 

of element ide

portion of the sam

ntity and eids a

filename, (pred

nbaum</author
  

er Networks 

ce> 
ate</author>

 Systems 
   

e> 

uthor> 

ce> 

ML data file 
hich the porti
h other by dat
data. An elem

entity nodes a

mple XML tree 

are connected 

dicate)* const

r> 

on of the XM
ta labels. Each
ment identity i
and leaf nodes

with each oth

truct XML-pa

ML tree represe
ch node of XM
is a numbered
s. At the leaf 

 

her using data

attern/variable

entation is 
ML tree is 
d one. The 

level, the 

labels.  

e. 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4559



     For ex
called ‘A

 

  where
           
           
  in “b

The resul

D.  Creat

The gene
               

Select X.
(20) PAT

 On runn

Table 1. 
and the C

A. Need f

Usual
newe
probl
mism
gathe
neede

In Figure
above Fig
global on
To under
class as r

xample let us 
Angels and De

e  <type><no
             $N   
  </type></n

book.xml”, $N

lts will be retr

tion of a simp

eral syntax is: 
 Create table

* from book,
TH ‘type/text_b

ning the above

shows a samp
COLUMNS cl

for ontology in

lly, the devel
r one, since th
em arises, wh

match problem
er full knowle
ed to be devel

e 4, G represen
gure illustrate
ntologies.  
rstand the abo
represented in 

take the samp
mons’, then th

ovel><author
   

novel></autho
N like *Dan* c

rieved based o

ple XML table 

 
e name( doc XM

 XML Table 
book/author’ 

e query in DB2

ple column in 
lause, which h

V.

ntegration: 

lopers of ont
he user-develo
hen more num

m. Various sch
edge about th
oped in a shar

Figure 

nts the shared
es the ontology

ve concept in
Figure 5. 

ple query like 
he syntax of X

r> 

or> 
onstruct $E.

on the query–t

in native XML

XML)  

(‘$t/type/text_
AS X 

2 the followin

 A c

XML table. T
has one or mor

. ONTOLOGY

ology-based d
oped ontologi
mber of ontol
hemas are ne
he database. 
red manner.  

4.   Global ontolo

d Global ontol
y integration, 

a better way,

“search for th
XML QL will 

to-data mappin

ML database 

_book/author

ng COLUMN 

TABLE I 
column in XML t

Name 
Tanenbaum

C J Date 

The XML tab
re column gen

Y INTEGRATIO

databases pre
ies are time co
logies exists f
eeded to be d
Since distribu

ogy shared by Lo

logy, and L1 a
which is the m

, let us consid

he author nam
be  

ngs. 

’ passing doc

is created 

table 

le function ha
nerating expre

ON FRAMEWOR

efer to adopt 
onsuming and
for the same 

developed to 
uted database

ocal ontologies L1

and L2 repres
mapping of th

er two ontolog

med Dan Brow

as “t” COL

as row-generat
essions [5]. 

RK 

existing onto
d tedious ones

data type. It 
follow seman
es are shared 

1 and L2 

ents the share
he concepts be

gy classes like

wn who wrote 

LUMNS autho

ting Xquery e

ologies than c
s.   Multidatab

also leads to
ntics. This wi
d ones, ontolo

 

ed local ontolo
etween shared

e author class

the novel 

r varchar 

expression 

creating a 
base query 
 semantic 
ill lead to 
ogies also 

ogies. The 
d local and 

 and book 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4560



In Figure
employee
which lea

In Figure
From thi
technique
ontologie

 Structur

The onto

 A global 
 A local o
 Mapping

 Assig
Sem(G
Equat

 Queri
Q={c
Wher
ontolo

 Relat

e 5, two diffe
e class. Both t
ads to the inte

e 6, the person
is, the idea of
e of ontology
es, which are c

re of ontology 

ology integrati

ontology, G 
ontology, L 
g of L onto G, 
gning  the sem
(G,L,MG,L)       
tion (3) repres
ies(Q) which a
c1,c2,…cn}       
re c1,c2,…cn ar
ogy. But the d
tionships betw

Figure 5.  Repre

erent ontology
the classes ha

egration of two

n concept, whi
f sharing of c

y integration b
can be further

integration fr

on framework

MG,L 
mantics of Onto

            (3) 
sents the sema
are the collect
            (4) 
re concepts w
depth of the co

ween the conce

esentation of two

y classes are 
ve a common
o distinct clas

Figure 6.

ich is a comm
concepts betw
by finding the
r shared by oth

ramework 

k consists of th

ology Integrat

antic function 
tion of tuples

which are the 
oncept may di
epts can be is-

o distinct ontology

introduced. O
n concept calle
ses into a sing

.   A merged onto

mon entity for 
ween ontologi
e similarity m
her ontologies

he following 

tion System(O

sem(..), whic
of concepts e

instances in 
iffer in both th
-a, part-of, has

y classes ‘author’

One is the aut
ed Person. In t
gle one. 

ology class  

the classes, au
ies is clearly 

measures betwe
s.  

OIS) as : 

ch is the collec
xtracted, on p

the local onto
he ontologies 
s-a etc. 

 and ‘employee’ 

thor class and
this, we can m

uthor and emp
understood. T
een the conce

ction of G, L, 
osing a query

ology which a
[5]. 

 

d the second o
merge the enti

 

ployee, is bein
This lead to t
epts of the sh

MG,L 
y to the OIS 

also exist in t

one is the 
ty person, 

ng shared. 
the newer 
ared local 

the global 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4561



In Figure
relationsh
is an auth

 
Multip

In the ab
L3(x) are

B. Releva

Query re
 

Simtxt(c1,c

 
Textual 
concepts,
grouped 
will com
the conce

C. Group

Grouping
approach

Algorithm

Inputs: c

               

 

             T

e 7, sample o
hips between 
hor (is a relati

ple local ontol

ove example, 
e set of local c

ance of concep

levance can b

c2)=
|௪௢௥ௗ௦ሺ௖భሻ

|௪௢௥ௗ௦ሺ௖భሻ

similarity is 
, is lack of sem
under the sam

me under differ
epts. 

ping of concep

g up of concep
h is required w

m for groupin

cgp (Current co

                     

Thrsim≤0≤Thrs

Figu

ontology has 
the concepts 
onship) who h

logies can be m

 the concepts 
oncepts. 

pts 

be computed b

∩௪௢௥ௗ௦ሺ௖మሻ|

∪௪௢௥ௗ௦ሺ௖మሻ|
     

based on jac
mantics. For e

me category. B
rent categorie

pts 

pts plays an im
which can be d

ng the concep

oncept group )

                      

       

im≤1, where T

   Output

ure 7. An exampl

been given w
such as is-a, h
has (has a rela

mapped onto a

P

Hum
A

on the left ha

based on time-

      (5) 

ard similarity
example, bean
But if the bean
es. So we nee

mportant role 
done dynamica

pts 

)for a single u

  Ccur refers to

  Set of existin

Thrsim is the sim

t: Concept gro

(0) c=ф
(1) Thrm

(2) For i
(2.1)
      
      

(2.2)
      (3) if c= ф

le ontology descri

which describ
has etc are des
ationship) writ

a global ontol

Person(x) ← L
Book(y) ← L2

man Being(x) ←
Author(x) ← L

and side are g

-based relevan

y [7].The ma
n and java bea
n is intended t
ed a semantic 

in ontology in
ally with the s

user in an exist

o the current c

ng concept gr

milarity thresh

oup c ,that ma

 
max=thrsim 
i= 1 to m 
) if sim(cgp,ci)
 (2.1.1) c=ci 
 (2.1.2)Thrmax

) End if 
ф 

ibing author of a 

bes the author
scribed. Let u
tten books in 

logy.  

L1(x) 

2(y) 
← L3(x) 
L4(x) 

lobal concept

nce metric and

in issue in u
an can be iden
to be a vegeta
similarity me

ntegration. An
support of ont

ting ontology

concept 

roups C={c1,c

hold value 

atches cgp  

)>Thrmax 

x=sim(cgp,ci)

book 

r of book. In 
us consider the
computer scie

s and that on 

d by computin

using textual 
ntified as simil
able, then both
easure to find 

n automated, u
ologies.  

 

2,...cn} 

 

 the above F
e example “Ta
ence (is a relat

the right hand

ng textual simi

similarity bet
lar concepts a
h of the above

the relevance

unsupervised,

igure, the 
anenbaum 
tionship)” 

d side like 

ilarity. 

tween the 
and can be 
e concepts 
e between 

, semantic 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4562



D. Calcu

In a docu
informati
local onto

Here ܲሺܿ
ontology
P(cg) is th
occurrenc

E. Advan

When co
similarity
same que
words. T
domain e
computat
easier wi

A. A  fram

Figure 8 
the user i
In other 
based loc
from the 
database.
personali

B. Prepro

The user
global on

ulation of conc

ument vector m
ion between th
ology.  I(cg,cl)

ܿ௚,ܿ௟ሻ is t.he pr
y. 
he probability
ce of the conc

ntages of using

ompared to th
y or dissimilar
ery. The facto

The main adva
experts, they 
tionally more
ith the help of 

mework for XM

represents the
is analyzed in
words, UPO 

cal database.  
World Wide

. Based on th
izing the web.

ocessing the u

r logs are pre-
ntology is con

cept similarity

model, mutua
he concepts cg

) is calculating

I(cg

robability of t

y of occurrenc
cepts in the loc

g ontology bas

he usual text 
rity between t
or is that mos
antage of usin
will be more
 efficient. Th

f ontology min

XML based per

Figu

e framework 
n the UPO (U
is nothing bu
If the data is 

e Web(WWW
he continuou
. 

user input: 

-processed int
structed.  

          (3.1) c=
          (3.2) c=
     (4)End if
     (5) return 

y across differ

l information 
g and cl, where
g using the fo

g,cl)=∑ ∑
௉
௖೒௖೗ఢ௅

the co-occurre

ce of the conc
cal ontology a

sed similarity 

based cluste
the two conce
st traditional c
ng ontology ba
e precise. Wh
he integration 
ning. 

VI. EX

rsonalized ont

ure 8. Proposed a

for the constru
ser Profiling O
ut the local on
not present in

W) is taken and
us user querie

to tokens. Us

=c⋃cgp 
=cgp 

cgp 

rent ontologies

is a non-nega
e cg is a conce
llowing formu

ሺ
௉ሺ௖೒,௖೗

௉൫௖೒൯,௉ሺ

௉ሺ௖೒,௖೗ሻ
௖೒ఢீ

ence of the co

cepts in the glo
alone .  

y measure  

ers, the main 
epts, as the req
clustering algo
ased similarity
hen compared

of domain k

XPERIMENTAL

tology 

architecture for X

 

ruction of XM
Ontology). UP
ntology, bein
n the local XM
d sent to the 
es, the web p

ing WordNet

s 

ative and symm
ept in the glob
ula: 
೗ሻ

ሺ௖೗ሻ
ሻ                

ncepts in both

obal ontology

drawback is
quirement of r
orithms treat 
y measure is 

d to other me
knowledge int

SETUP 

XML based ontolo

ML based perso
PO has its ba

ng shared with
ML database t
user, as well 

pages are ran

2.1, the mea

metric one. Le
bal ontology an

 (6) 

h the global on

y alone and P(

that, it is te
results vary fr
the set of doc
that, since on

ethods, ontolo
o data mining

ogies 

onalized onto
ckup in XML
h the global o
then the globa
as the same 

nked in the lo

aningful words

et I(cg,cl) be t
and cl is a conc

ntology and in

(cl) is the prob

edious to calc
rom user to us
cuments a me

ntologies are c
ogy based me
g process is a

 

ology. The req
L based Local 
ontology and 
al information
is updated in

local database

ds are extracte

he mutual 
cept in the 

n the local 

bability of 

culate the 
ser for the 
ere bag of 
created by 
ethods are 
also made 

quest from 
database. 
the XML 

n available 
n the local 
e, thereby 

ed and the 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4563



Figure. 9
url forma
the XML

Figure 10
purpose, 

C. Steps f

 

 

 

9 shows a sam
at in the user l
L database, at d

0 shows the s
the pages from

for processing

Documents f
positive and n
Let D be the d

 
D={(t1,fr
 
where fri

 
F(D)={(t
 
where wt
 

wti=  
௙

∑೙ೕస

 
A probabilisti

mple WordNet 
log file, as giv
different time

set of keywor
m Wikipedia 

g and extracti

fetched from 
negative docu
document , ti 

r1),(t2,fr2)...(tn,f

i is frequency 

t1,wt1),(t2,wt2)

ti(1..n) is the w

௙௥೔
௙௥ೕభ

               

ic function p f

Figure 9. A

browser for b
ven in Figure
periods by a 

Figur

ds and URLs
are considered

ing the useful 

the web sites
ments [10] an
be the terms c

frn)}               

of the term ti 

....(tn,wtn)}     

weight distribu

              (9) 

for the terms s

A sample WordN

browsing the w
8. Log files a
single user. 

re 10. A sample l

s browsed by 
d in this file.

information 

s are preproce
nd the weights
chosen, fri is t

       (7) 

.The documen

       (8) 

ution of terms

selected is der

Net browser 

word ‘desktop
are extracted fr

og file 

a single user 

essed. Initiall
s of the terms 
the frequency 

nt frequency i

s ti. 

rived as p(t) w

p’. The user qu
from the log b

at different ti

y the docume
are calculated
of those term

n a semantic s

where 

 

ueries are stor
base, which is 

 

imes. For exp

ents are class
d.  

ms. Then the do

space is calcu

red in tag-
otherwise 

perimental 

sified into 

ocument , 

ulated as 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4564



p

 

D. Classi

1) 
The docu
algorithm
Before th
comprise
words, p
between 
11 shows
 

2) 
From the
approach
The relev

p(t)=∑஽∈஽௢௖శ

 
and Doc+ is a p

    
Based on the
ontology 

ification of the

Training the d
ument features
m for pattern r
he document 
es of segment
parts of speech

the terms are 
s the preproce

Relevant Patt
e results of th
h is a supervis
vant concepts 

శሺ௧,௪௧ሻ∈ிሺ஽ሻݑݏ

positive docum

e weight of th

e Text  

document sets
s are based on

recognition. 
features are 

tation of term
h tagging. Af
identified. Th

essing of docu

tern Predictio
he machine le
ed learning ap
are predicted 

ሻܦሺݐݎ݋݌݌ ∗ ݓ

ment. The we

he positive do

s:  
n the user inpu

extracted and
ms in each sen
fter preproces
he related term
ments and tok

Figure

n: 
earning algori
pproach. Grou
and clustered

 (10)      ݐݓ

eight of the ind

ocuments the 

ut. The trainin

d trained, the 
ntence, follow
ssing, the ind
ms are cluster
kenizing the te

e 11. . Token extr

ithms, a class
uping the term
d by k-means c

dividual terms

local XML d

ng sets are ex

raw data has
wed by tokeni
dividual terms
ed and classif
erms. 

raction 

sifier model c
ms is done, aft
clustering algo

s is calculated

database is ma

tracted and se

s to be prepro
ization, stemm

are extracted
fied into a par

an be constru
er stemming a
orithm.  

d.  

apped  onto t

ent to machin

ocessed. Prep
ming, remova
d and the rela
rticular domai

 

ucted and trai
and stop word

the global 

e learning 

processing 
al of stop-
ationships 
in.  Figure 

ined. This 
d removal. 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4565



Figure 12
grouping
have to 
documen
documen
concepts 
between 

E. Person

     The s
pages, no
ranked to
words(th
page can 

2 shows the e
g algorithm, as

be ranked b
nts(eqn(9)), an
nt(eqn(10)) as

between the 
the concepts b

nalizing the w

search history
on-relevant pa
op based on 
e, is, and,…)a
be created lik

experimental r
s discussed in

based on thei
nd then a prob
s discussed e
local ontology
between the tw

web search 

y is updated i
ages and amb
the search hi
are ignored. T
ke the one sho

Figure 12.  R

results of the c
n the above se
ir weights. W
babilistic func
arlier, thereby
y and global o
wo ontologies

n the users lo
iguous pages.

istories of the
The stemmer i
own in the foll

Figure 13.  U

Ranking a groupin

concept group
ection(V-D). B

Weights are c
ction is applie
y making thi
ontology take
s(Eqn 6). 

og base. The 
. Relevant pag
e user. Usuall
is useful for s
lowing figure,

User Update on Pe

 

 

ng of concepts 

ping. The con
Before groupi
calculated ba
ed to the wei
is in a seman
es place,which

retrieved we
ges, which ar
ly in the Info
stemming the 
, Figure.  13.

ersonalization 

cepts are grou
ing up of the 
sed on the t
ghts to find o
ntic way. The
h is based on t

eb pages are c
e commonly v

ormation Retr
words.  A sam

uped together
concepts, the

term frequenc
out their supp
en mapping u
the mutual in

classified into
visited by the

rieval systems
ample persona

 

 

using the 
e concepts 
cy of the 
port in the 
up of the 

nformation 

o relevant 
e user, are 
s the stop 
alized web 

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4566



VII. RESULTS AND DISCUSSIONS 

A. Analysis of  the semantic structure of the constructed ontologies: 

The tokens are classified using tokenizers, and the parse tree is generated. The meaningful terms and the 
relationship between the terms are identified. Finally, the precision, recall, F-Measure values of the relevant 
retrieved documents are calculated.  

Precision is defined as the ratio of total number of relevant retrieved documents, to the total number of retrieved 
documents. 

 

Precision=
	௧௢௧௔௟	௡௨௠௕௘௥	௢௙	௥௘௟௘௩௔௡௧	௥௘௧௥௜௘௩௘ௗ	ௗ௢௖௨௠௘௡௧௦

௧௢௧௔௟	௡௨௠௕௘௥	௢௙	௥௘௧௥௜௘௩௘ௗ	ௗ௢௖௨௠௘௡௧௦
          (11) 

 

Recall is defined as the ratio of total number of relevant retrieved document, to the total number of relevant 
documents in the xml database. 

 

Recall=
	௧௢௧௔௟	௡௨௠௕௘௥	௢௙	௥௘௟௘௩௔௡௧	௥௘௧௥௜௘௩௘ௗ	ௗ௢௖௨௠௘௡௧௦

௧௢௧௔௟	௡௨௠௕௘௥	௢௙	௥௘௟௘௩௔௡௧	ௗ௢௖௨௠௘௡௧௦
               (12) 

 The weighted harmonic mean, F- Measure has been given in eqn (13)  

 

F-Measure=
ଶ.௣௥௘௖௜௦௜௢௡.௥௘௖௔௟௟

௣௥௘௖௜௦௜௢௡ା௥௘௖௔௟௟
                 (13) 

 

B. Datasets used 

The datasets comprises of queries belonging to different semantic clusters. The datasets are taken from SWETO 
package.  The corresponding web site is: “http://archive.knoesis.org/library/ontologies/sweto/”.  

The cluster results are obtained with the k-means clustering algorithm. The similarity of individual terms is 
taken and compared with that of the global ontology using balanced information concept. 

TABLE II 
  A sample data set 

Classes subsets No. of Instances 

Cities, Countries, states 2902 

Airports 1515 

Companies and banks 30948 

Persons and researchers 307417 

Terrorist attacks and organizations 1511 

Scientific Publications 463270 

Journals conferences and books 4256 

Table 2.  represent a sample dataset taken from SWETO as of January 2004 from LSDIS database. The datasets 
comprise of different documents, the corresponding classes, terms and size in Kilo bytes. After clustering, 
similarity is calculated. Then the Home Clusters and query pairs having similarity, is calculated for various 
threshold limits as shown in Table III.  

TABLE III 
Similarity table 

Threshold 
Total number of 

clusters with 
similarity 

Total number of 
query pairs with 

similarity 

0 60 200 

.25 30 100 

.5 15 20 
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Similarly, the usage of k-means clustering algorithm or the mutual information to find the similarity of the same 
concepts can be found without using ontology, is discussed in Table 5. 

TABLE V 
 Similarity measures using text based clustering without ontologies 

Keyword University Database Novel 
Text 
Book 

Precision .74 .40 .36 .38 

Recall .25 .50 .45 
 
.62 
 

F-Measure 
0.37 0.44 0.40 0.47 

Graphical representation of the above data is given in Figure.18 

 

 
 

Figure 18. Precision, Recall, F-Measure values of retrieved documents without using ontologies 

Average of precision, recall and f-measure values in using text-based approach and ontology mining approach 
as shown in the following Figure 19 indicates, that the ontology mining approach is good when compared to the 
text based ones. 

  

 
 

Figure 19. Comparison of similarity measures using ontologies and without using ontologies 

VIII. CONCLUSION AND FUTURE WORK 

XML based approach is globally accepted as a common one. XML based ontologies can be constructed to 
improve the overall performance of the system by calculating similarity measures. Results show that the 
clustering of the concepts using ontologies show a good precision and recall metrics when compared to the text 
based clustering measures.  Usage of personalized ontologies can enhance the web based information retrieval 
in a more efficient way. More fast algorithms can be implemented and analysed as a future development of this 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

text based
measures

Database Novel Text Book

Precision

Recall

F‐Measure

0

0.2

0.4

0.6

0.8

1

1.2

Precision Recall F‐Measure

Text based approach

ontology mining
approach

S.Vigneshwari et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 6 Dec 2013-Jan 2014 4570



work. As well as, the relationships between the concepts have to be further strengthened in the locally generated 
ontology which is left as a future part of this work.  
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