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Abstract— This paper enlightens Bayesian Networks (BNs) potentialities as a support tool, thanks to 
their capability of providing a graphic and intuitive representation of any process. As an engineering tool, 
BNs are sometimes used for reliability evaluation and in maintenance management of complex systems, 
but, as a matter of fact, they could be applied nearly to any field. This paper aims at illustrating how BNs 
can be applied to nonconformities (NCs) management. By means of a case study, we built an expert 
system that showed improvements both from the operations and from the strategic side. BNs were 
operated as an intelligent system: starting from a set of data, they were used not just as an inferential tool 
but the model created encoded also some human knowledge and experience, showing the added value of 
BN modelling. In addition to the ability of being used as an expert system, the BN was continuously 
improved and refined, making the model closer and closer to reality, without any amazing effort, thanks 
to their flexibility. As a result, we could verify the advantages of the BNs, with the addition of some 
information not found in the database and with the ability to quickly formalize new logical relationships 
of cause -effect. 
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I. INTRODUCTION 
The major increase in competitiveness, in almost all sectors of the market, has led public and private 

companies to seek out approaches, methods and tools faster and faster, concrete and effective to improve the 
financial results and quality levels of their business. For more than fifty years, many businesses consider Quality 
an area where act to prevent and reduce the costs and increase their wealth. The identification, then, of Quality 
as "the satisfaction of customer needs" [1] [2], was the starting point for a radical change: to observe the 
company and its processes no longer from within, but from the perspective of the customer, ie from the outside 
inwards. It is in this way that you can identify the areas which would be given greater importance and therefore 
need to be improved. In this direction, in 1987, Motorola has created a program for the long-term quality, called 
"Six Sigma Quality Program," whose purpose was, and still is, the improvement of customer satisfaction 
achieved by the reduction, or rather the elimination of defects and changes in existing products and processes 
[3]. The name was chosen to emphasize the key point of its program: reduction of defects and variations. After 
Motorola, the "Program for Six sigma quality" has been a huge success, and was then adopted by many other 
companies including General Electric, Ford, Caterpillar, Whirlpool, to name a few. The starting point that led 
Motorola to implement the program, was certainly the awareness that listening to customers is an essential 
condition for the success of a company. In fact, the Six Sigma project is born precisely as a result of complaints 
that Motorola had received from many customers, who wanted to be able to count on a better service in terms of 
delivery, order completeness and accuracy of recording transactions. 

So, if you want to achieve cost reductions, increase in quality and reduced cycle times, we must fight the 
variability of the company's key processes and this requires knowledge of specific tools and methodologies, 
statistical and organizational. The six sigma projects for the management of non-compliance could be improved 
by developing an activity, parallel to the required system data feeding, entering into the matters of the content 
and quality of the data. 

To be more specific, we must keep in mind that the information flow starts with the identification of a 
specific non-compliance and the inclusion in the computer systems of all data relating to it. It is always assumed 
that the inspector, which identifies the error, knows exactly the cause of the defect, the business function 
responsible, and could determine, possibly, also the time of management of non-compliance and the consequent 
costs. 

Obviously, six sigma is not the only possible approach, since many other tools and methods are currently 
available and developed [4]. Nevertheless, they all require information. Let’s go for a while into detail of how 
the operator can gather the required information that will start the flow of information that will accompany and 
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feed the whole process of non-compliance management. Certainly, experience is one of the main factors that can 
allow people to identify and define an abnormality immediately in all its aspects, however, not being formalized, 
it can hardly be transmitted in a systematic way from one operator to another, so it can be very useful to provide 
a support tool in the identification phase and, possibly, also a forward looking tool. Decision making [5] is, 
therefore a critical issue that was faced in this project through a Bayesian network [6] [7] [8], a tool that can 
meet these needs and help in nonconformities management. 

Since BN are graphic representations of reality, they can be applied to many different fields [9]. In this paper 
an innovative application is presented: BN as a support and prevision tool for nonconformities (NCs) 
identification and management. The work is innovative, since no applications of BNs applied to NC 
management have been found in the scientific literature. 

The remainder of this paper is organized as follows: section 2 shows the BN theory fundamentals, and in 
section 3 the case study is presented. Section 4 describes the experimental results and the fifth one presents a 
discussion of the results. Finally the main conclusions and future developments are presented. 

II. METHODS 
Reliability [10] [11] [12], safety [13] and maintenance management [14] [15] [16] issues are some of the 

most interesting issues of international scientific research and have been deeply analyzed by the authors[17]. 
Bayesian networks can be a valuable support tool the management problems of complex systems. Hence, they 
may be employed in different ways in the management of maintenance, reliability and safety.  

Bayesian networks (BN) are a probabilistic graphical representation consisting of two elements: a qualitative 
one which is a network and a quantitative one made by some parameters [18] [19]. The net structure is a 
directed acyclic graph (DAG) formed by a collection of nodes and directed arcs. The nodes represent the model 
variables and the directed arcs represent the causal relations among nodes [20], [21]. These arrows mean 
potential cause–effect correlations. The quantitative part, instead, consists of the conditional probability tables, 
which describe the strength of relationship between variables. The network parameters are, therefore, the 
conditional probability values that quantify these connections. All the network elements can be inferred and 
estimated basing on the combination of both empirical data and expert knowledge. Thanks to its probabilistic 
and graphical nature, such a modelling technique can deal with complexity and uncertainty.  

As the name suggests, the basis of Bayesian networks is the Bayes' rule (see Eq. 1) [22], derived from the 
product rule applied alternately to two random variables H and E, where H denotes a hypothesis and E indicates 
an evidence PሺH|Eሻ ൌ PሺE|Hሻ·PሺHሻPሺEሻ                       (1) 

If we set H equal to any random variable indicating the cause of an event, and E equal to the consequent 
effect, we can write Bayes' rule as follows: Pሺcause|effectሻ ൌ Pሺୡୟ୳ୱୣ|ୣୣୡ୲ሻ·Pሺୡୟ୳ୱୣሻPሺୣୣୡ୲ሻ       (2) 

From these simple steps then we can note that, if there is a value of the random variable E, then one of the 
possible causes must have acted, and with Bayes' theorem we can investigate, in a probabilistic manner, which 
of them has verified. The essence of the Bayesian approach is therefore to provide a mathematical rule 
explaining how to change and update the status of trust (belief) concerning the occurrence of an event in the 
light of new evidence. In other words, it allows you to combine new data with previously acquired knowledge. 

The importance and innovation of Bayesian networks, derives from the possibility to take the variables on 
which you want to focus the study, represent graphically the relationships, and express - in a concise way - the 
joint probability distribution by means of conditional dependency relationships [23]. An example of a simple 
Bayesian network with the appropriate conditional probabilities table, is visible in Figure 1. 

In the formulas of the joint probability, Pሺ ଵܺ; ܺଶ;… ; ܺሻ, the ability to simplify the terms has a significant 
influence in order to obtain a concise representation, since a factorized expression requires a number of 
parameters exponentially less than the complete form. 

In general, if we have n binary nodes, the space needed to represent the joint probability in full form would be 
O(2n), while in the factorized form would be O(n2k), where k is the maximum fan-in, i.e. the maximum number 
of parents of a node. In turn, this leads to two important consequences: First you get a lower complexity 
sampling and therefore the need of a smaller number of data for the learning of the network. Secondly you get a 
shorter time for the inference. 
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Fig. 1.  Simple example of a Bayesian network. In the figure is shown an easy network consisting of three events represented by the same 

number of random variables (1, 2 and 3). On the right you can see the conditional probabilities table of Variable 3, conditioned from the first 
two. 

Briefly, the learning is the learning phase of construction and the structure of the network, while the 
inference consists of a continuous update of the probabilities associated with the possible states of each node, 
starting from the knowledge acquired on the value of one or more nodes. 

When we talk about learning of the Bayesian network (or model selection), we refer to the definition of the 
topology of the graph, i.e. the identification of all connections between the nodes of the network to build the 
directed acyclic graph (DAG) which explains as better as possible the data. 

The network structure can be defined "manually" on the basis of the knowledge of the problem, or you can 
take advantage of tools that build the structure automatically from the data. 

It is possible to distinguish four cases, as visible in Table I: 
TABLE I 

Types of Bayesian networks and of learning methods 

 Structure Observability Method 

a Known Full Maximum Likelihood Estimation 
b Known Partial Expectation Maximization, (EM) 
c Unknown Full model selection 
d Unknown Partial EM + model selection 

 
a) The first case is of course the most simple. In this case, the objective is to find the maximum likelihood 

estimates of the parameters of each table of the Conditional Probability Table, CPT (Figure 1). 
b) When the structure is known but the observability is partial you must use the Expectation-Maximization 

algorithm (EM) to find (locally) the optimal estimation of maximum likelihood parameters. 
c) In the case of a unknown structure and of full observability, an important tool for the proper model 

selection is the so-called scoring function, which allows you to rate the possible structures examined. 
d) The case certainly more difficult is that in which we do not know neither the structure nor the variables for 

hidden or missing data. Generally, we examine systems where the lack of information is not so high, we 
try - in other words - to have as much as possible data that make it possible to fall in one of the situations 
seen above. 

The interest in Bayesian networks stems not only from the ability to represent human knowledge in a direct 
and "modular" way, but also by the fact that, even assuming quite complex means, they're easy to understand, 
thanks to the graphic structure that enhances the intuitive aspect and thanks to technologies developed by the 
software tools available nowadays to the operators. 

Bayesian networks, are mainly used in the following cases: 
• Diagnosis: search for the most likely explanation, i.e. the scenario, the causes that best explain the effects 

that occurred. 
• Forecast: search the posterior probability, i.e. the probability that, given a cause, an effect occurs. 
• Support in the process of decision making. 

All these calculations are in turn a concrete application in many different fields, including medical diagnosis, 
genetic analysis, the recognition of speech, and many others. 

The most common case in the medical industry is certainly one in which the hidden nodes represent diseases, 
while those observed represent the symptoms. The goal is to infer the posterior probability of a specific disease, 
given a set of symptoms. Certainly, this is also the example that mostly binds to the application of the BN in the 
field of reliability diagnostic, in which, given the data detected by sensors, (symptoms) you want to infer about 
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the state of health of an elementary component, of a machine or of an entire system, to estimate the reliability 
and to be able to take more safely and automatically the best possible decisions regarding the maintenance 
policy. 

From the theoretical point of view, we can say that Bayesian networks are a special case of Markov networks, 
in which the arcs have an orientation. As a consequence, they come under the global and local Markov property. 

III. CASE STUDY 
The idea of applying Bayesian networks to the management of scrap & reworks was born with one main 

purpose: to create a tool to help the operator in identifying the causes of non-compliance and for the prediction 
of the most affected products and components, the costs of scrap and rework, the duration of the anomaly 
management, and so on. Figure 1 shows how the application of Bayesian networks to NCs management is 
intuitive and how the inference action is very befitting to this type of problems 

 

 
Fig. 2.  Application of Bayesian networks to the management of NCs. In the figure is shown a simple example of a Bayesian network in 

which the effect (oil leakage) may have two causes (assembly error or design error). Bayes' theorem allows to calculate the probability of 
each of the two cases, once the existence of the effect is known. The conditional probabilities are shown in the CPT. 

In the industrial environment chosen for the case study, a big manufacturing company, are in force 
regulations concerning the NC management process: every time a nonconformity is detected, a dedicated report 
must be filled by the operator. This is made in order to track data, such as defect description and cause, 
department responsible for NC and additional details. Obviously, a correct and complete NC identification is 
fundamental to drive a further analysis and to forecast its consequences such as repair costs or days necessary to 
solve it. Frequently, the investigation for cause of the problem is performed by the root cause analysis process. 

On the one hand, this approach allows a relatively easy and quick application, thanks to its structure of 
repeated applications. On the other hand, if the root-cause analysis is based on data that do not adequately 
explain the non-compliance, it is verified that they can lead to erroneous conclusions about the weaknesses of 
the process, and to waste efforts dealing with not effectively improving actions. 

Given the large amount of data to handle, is often used in information systems which are able to 
automatically collect and analyse information of non-compliance. This approach makes the analysis much less 
burdensome for the company, but it hides a dangerous pitfall. In fact, though this first phase is so crucial for the 
whole NC management process, the sole automation can’t be an exhausting solution, because NC identification 
and description comes directly from the operator experience and knowledge. This cannot be easily coded or 
formally defined in any system, since every NC is different from another, nor can it be inferred automatically by 
an information system. 

For this reason, a Bayesian network was created as a support tool whose answers are determined both by 
historical data on NCs and practical experience coming out of every-day working experience. 

IV. RESULTS 
The first step, when building a BN, is the learning of the structure which consists in creating all causal 

relations between the nodes. Then, the inferential computations allow to update all the probabilities associated to 
each of the node values. 
A. Database loading  

The first step, when building the non-conformities BN, was importing the company’s database containing all 
the data of interest (see Figure 3). As previously said, loading a database into a Bayesian software allows to 
immediately transform each data field into a random variable represented by a node and to associate an a-priori 
probability of occurrence. Starting from them, all the conditional probability tables are calculated for each node 
of the network. 

The data, based on which we carried out the analysis, were taken from Scrap & Rework Cost of quality 
reports, published periodically, in which most of the information needed for the analysis is present. These 
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reports are made up of as many records as the non-conformities recorded in the system, and are structured in a 
tabular form: each record corresponds to an identification number of non-compliance, and information about 
each record are structured and arranged in multiple columns. This structure is suitable for modelling a Bayesian 
network: the information present in each column has formed the nodes of the network, namely the variables of 
the model, and all the possible values within each column have become the values of variables (nodes). 

To complete the database, were added and crossed also data extracted from the information system dedicated 
to the NC management. 

 
Fig. 3.  Database loading. The above figure shows the process of creating a Bayesian network: starting from the database, you get the nodes 

representing the states, to each of which is assigned its own probability of occurrence. 

B. Modeling variables 
The choice of a database that contains key data fields is crucial since this phase will influence the following 

network construction, the observed variables and, obviously, the results. BN are sensitive neither to the number 
of records nor to the number of variables, but are rather influenced by number of possible states available for 
each variable. This was unfortunately also our case, in fact the BN developed is a borderline case in which three 
out of ten nodes have nearly ninety possible states.  

Considering the process to be represented can provide useful suggestions for the selection of variables. In a 
nonconformity management process, the main elements to be tracked are certainly the defects discovered, the 
causes of defect, the responsible departments, all the costs and the days required for management. All these 
variables were included in the BN carried out. 

Since the initial loading of the database, there have been some problems. The first obstacle was the size of the 
database, consisting of 2382 records: the software allowed you to import the database and then build, albeit very 
slowly, the arcs between the nodes. However, the size of the network caused memory problems. Initially it was 
thought simply to a problem of excessive abundance of records, but the real problem was found to be the 
amount of possible values of each variable. 

Solutions to the problem could be twofold: eliminate all cases or less frequent use, instead of the individual 
fault codes and cause codes, the codes of the families of defects and families of causes. Such a road would, 
however, departed from the primary purpose of the network, i.e. to provide support to the operator that identifies 
the non-compliance and receives guidance on the precise cause of which may have resulted in the defect. 

The way chosen to reach a possible solution was, therefore, to replicate the 2382 record four times, in order to 
get about 10000 records. So doing, the large number of records allowed to reduce the weight of the amount of 
the states of each node. These latter were unchanged, however, distributed over four times the number of data. 

Since statistically the variance is inversely proportional to the sample size, this solution has the drawback of 
obtaining statistical estimates apparently much less affected by uncertainty. Must always remember that the 
operation of quadrupling the data has altered the data base significantly, influencing the conclusions that can be 
drawn. This stratagem was used to solve the problem of insufficient amount of data but, nevertheless, involved 
an element of artificial consolidation of records that can not be considered a systematic remedy, but a temporary 
measure that will no longer be used when the collection of additional data will allow to have a larger population. 
C. Bayesian network construction 

Once all nodes have been defined, the arcs creation allowed to set the causal relationships among variables. 
The final structure determines the information flow performed every time that the network is inquired. 

In the present case study, two different networks were built: in the first one (see Figure 4) all the arcs were 
manually created according to logical criteria, whereas in the second one the learning of the structure was 
completely made by the software’s built-in algorithm. 
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Fig. 4.  First Bayesian network built. In the picture is shown a schematic example of the qualitative part of the network in which the 

structure was built considering the logical liaisons among the variables. 

The rationale behind this first network is that that any nonconformity has an impact in terms of time and costs 
spent for NC management (i.e.: scrap of material, rework activities). At the same time, each non conformity 
depends on a particular cause which can be determined selecting the component being produced and the 
business function responsible for the NC. Going through the network, we notice how each component is linked 
to the working cell and to the final product being made. 

Considering the structure of relationships among the events, there are many possible configurations of the 
network. In fact, logical criteria can suggest different configurations, but the simpler the network structure is, 
the better results follow. As for Dynamic Programming inferential algorithms, whenever a singly-connected 
network doesn’t fit the problem, a multiple-connected network could at least allow to build a linear junction tree 
in order to assure a unique information flow through all the nodes. Therefore, particular attention has to be paid 
on triangular connections. 

The second network (Figure 5) was automatically built by the modelling tools of the software, so it was 
entirely based on the bare data analysis rather than on any other external process knowledge, as in the first case. 
The automatic procedure analysed all records, looking for every single possible correlation between any couple 
of variables, and at the end it selected the model that best fitted database structure. The time required for all 
these computations was quite long and the resulting connections came out to be different from the ones 
manually imposed. However the final configuration was a singly-connected network providing almost the same 
results of the first network, but in a significantly lower time. 

 
Fig. 5.  Alternative Bayesian network. The second network was obtained automatically from the software, linking the variables according to 

the database frequencies. 

Many times, the resulting configuration doesn’t match with that manually built, but, as a matter of fact, this 
can be an important opportunity to bring to enlighten hidden correlations that nobody else would ever suppose 
or even would look for. Moreover, a simpler structure means an unique and certain information flow that 
guarantees goods results, regardless of the database structure used. 

V. DISCUSSION  
In the previous section we’ve seen how the Bayesian model was built starting from the corporate database. In 

this section we’re going to see which are the benefits of this application and what are the drawbacks. First of all, 
let’s focus on the BN operation. BN is extremely easy to understand: if we have an evidence concerning any 
event represented in the network, we’ll assign to the corresponding node a percentage of 100% to the verified 
status and 0 to all the others (see Figure 6). In this way, the change in the node probabilities will instantaneously 
trigger the inferential computations and the following change of all the probabilities associated to every other 
node status. 
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Fig. 6.  Operating principle of a network. An evidence of a “cause” node means that a percentage of 100% must be assigned to the certain 

status and 0 to all the others. This means that all the probabilities of the states of each node are immediately recalculated and updated by the 
system. In the picture this concept is applied to a sample network of two nodes: if you know what caused a NC, then you can determine the 

responsible department. 

Of course, the ability to get an immediate synthesis of database data and an intuitive graphical representation 
of the problem are elements of primary importance when you choose to use a BN, but, as a matter of fact, other 
data analysis tools can provide the same results. Actually, BNs have another important distinguishing feature: in 
fact they’re not strictly bound to the data contained in the database; they can go beyond the bare data 
representation and can represent reality, thanks to their capability to include additional information. This means 
that the built BN is able to provide answers that describe reality better than the only database can do, and this is 
possible thanks to the forecasting capacity and the expertise coding. 
A. BN validation 

In order to test the BN value as a forecasting tool, after an initial verification phase in which the compliance 
between the resulting structure with the actual reality, it was time for a validation activity. A new BN was built, 
using the same database, with the exception of 25 records. Then, the network was inquired on the extracted 
records verifying their adherence to the BN.  

Answers obtained have shown good results, which were obviously more accurate for more frequent cases. 
Increasing population in database will certainly determine correct answers even for less distributed events. 
However, the predictive capabilities of the network have been verified 
B. Expertise Coding 

The second important feature that distinguishes BNs from other similar tools, is the expertise coding that 
consists the capability of modifying a BN through the introduction of new information that could not be 
extrapolated from database since they come out of human experience or from anywhere else. Looking at our 
process, we could observe something that affects non conformity generation and that could never be encoded in 
any information system, since it’s not a feature strictly related to each single nonconformity. This means that we 
will never find this element in our database and its influence would never be taken into account. On the contrary, 
BNs allow coding into our process both knowledge and experience by simply modifying the network with the 
addition of new nodes and arcs, thus improving the results coming from database analysis with a very little 
effort. 
C. Node Addition 

Another very positive aspect of the Bayesian modelling, is that whenever a new factor occurs in the process, 
it can be easily encoded in the model by simply adding a new node and connecting it to one or more nodes 
already present. This naturally implies also the need of filling the new conditional probability tables: the values 
to be inserted, once again, result either from historical data or from people experience, but any database query is 
not necessary in this case. 

 
Fig. 7.  Node addition. The network shown in the figure has been modified by adding a node that connects the time of delivery of the order 
with the other elements of the network. This element is not part of the company's database, but was added considering the actual company 

operations. 
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Entering into the merit of our application case, the defect generation process, it was noticed that, before 
delivering the final products, the process of NCs imputation to departments undergoes some changes, due to 
efforts made to avoid delays and penalties. In details, the last functions of the supply chain are strongly in hurry 
since they are the final opportunity to recover all the delay and assure on time delivery. For this reason, when 
the delivery date is approaching, the majority of NCs are charged to internal production, as well as to external 
suppliers, rather than to other departments, such as engineering or sourcing, which are at the beginning of the 
supply chain. 

Despite its relevance, this aspect will never be encoded in any database, because it can’t be linked to a 
specific defect. However, the use of a BN can help to take account of this aspect and this can be made by adding 
a new binary node, such as the “Delivery time” of Figure 7, has allowed to introduce a new element which 
makes the model more similar to reality, influencing the results which will be much closer to the real outcomes. 
D. Arc Addition 

Also the addition of new arcs, inherent to Bayesian networks, was particularly useful in our modelling of NC 
management, in particular for those networks automatically created by the software algorithm, because it gives 
us the possibility to fix certain relations that the software doesn’t catch due to data structure or consistency. 
Actually, when considering simple structures such as the one in Figure 8, adding only few arcs would not 
significantly change the results because, in most cases, they would just close a triangular connection without 
changing the main information flow through the network elaboration. Nevertheless, in some other cases, the arc 
addition activity may directly point out relations that could really move the results. 

 
Fig. 8.  Arc addition. The Bayesian network allows you to add relationships, in the form of arcs connecting two nodes, when some links 

have not already been included in the graphical structure of the network. 

VI. CONCLUSIONS 
The great flexibility and potential of Bayesian networks make them easily applicable to many different 

contexts. In the present work, they have been applied to a specific field: the management of NCs of a large 
manufacturing company. In this case study, was much appreciated the graphic and intuitive representation of the 
problem structure and the chance to provide an instantaneous scenario analysis. 

Also, two other main reasons have distinguished BNs from other approaches [24] and, in particular, from the 
database driven usual applications. First of all, it was very much appreciated the ability to continuously refine 
the network, combining new historical data with unstructured knowledge of experts. Once realized, the network 
is far from being frozen but it can be easily modified in order to reflect more and more faithfully the considered 
process. 

The second reason is the perfect intersection of inferential complexity with the ease of the user interface: 
though the modelling theory behind BNs is surely complicated, the common commercial tools are absolutely 
easily exploitable by any process engineer thanks to their user-friendliness and to intuitive interfaces that don’t 
require users to be statistical experts. 

From inspectors in shop floor to process engineers, anyone involved in the NCs management process can 
inquiry the network leading different analysis and gaining simple, clear and operational results. Therefore the 
aspect probably more useful is the ability to make applicable a sophisticated tool also from the more technology 
reluctant employees. This is for sure one of the most important aspects that can assure to BN a full application. 
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The main limitation found in the application of Bayesian networks to the case study, is the need to have a 
large amount of data to build the network and populate the CPTs. Furthermore, if the nodes have a too high 
number of possible states, the computation time increases, as well as the number of necessary data. Then, before 
applying BN to industrial management problems, we suggest to conduct an exploratory analysis, such as that 
proposed in this study, able to show the actual comprehensiveness of the data. 

Finally, although the network is a understandable graphical model, it is necessary that at least one element of 
the team conducting the study is well prepared theoretically on BNs, in order to manage the common modelling 
problems of engineering problems. 

A possible development of the research presented in this paper, is given by the application of BN to other 
areas of industrial interest, such as maintenance management and safety controls in the workplace. It will be 
possible to evaluate, in this way, if in these different fields of application the qualities and defects of the BNs are 
still verified. 

REFERENCES 
[1] K. Ishikawa and K. Ishikawa, Guide to quality control, vol. 2. Asian Productivity Organization Tokyo, 1982. 
[2] B. Bergman and B. Klefsjö, Quality from customer needs to customer satisfaction. Studentlitteratur, 2010. 
[3] M. S. Raisinghani, H. Ette, R. Pierce, G. Cannon, and P. Daripaly, “Six Sigma: concepts, tools, and applications,” Ind. Manag. Data 

Syst., vol. 105, no. 4, pp. 491–505, 2005. 
[4] R. Andersson, H. Eriksson, and H. Torstensson, “Similarities and differences between TQM, six sigma and lean,” Tqm Mag., vol. 18, 

no. 3, pp. 282–296, 2006. 
[5] F. De Carlo and M. M. Schiraldi, “Sustainable choice of the location of a biomass plant: an application case for Tuscany,” Int. J. Eng. 

Technol., vol. 5, no. 5, 2013. 
[6] J. Pearl, “Bayesian networks,” 2011. 
[7] F. De Carlo, O. Borgia, and M. Tucci, “Risk-based inspections enhanced with Bayesian networks,” Proc. Inst. Mech. Eng. Part O J. 

Risk Reliab., vol. 225, no. 3, pp. 375–386, 2011. 
[8] J. Pearl and S. Russell, “Bayesian networks,” Handb. Brain Theory Neural Networks Ed M Arbib Mit Press., 2001. 
[9] J. Y. Zhu and A. Deshmukh, “Application of Bayesian decision networks to life cycle engineering in Green design and manufacturing,” 

Eng. Appl. Artif. Intell., vol. 16, no. 2, pp. 91–103, 2003. 
[10] F. De Carlo, O. Borgia, and M. Tucci, “Accelerated degradation tests for reliability estimation of a new product: a case study for 

washing machines,” Proc. Inst. Mech. Eng. Part O J. Risk Reliab., 2014. 
[11] J. Moubray, RCM II: reliability-centered maintenance. Industrial Press Inc., 2001. 
[12] G. Racioppi, G. Monaci, C. Michelassi, D. Saccardi, O. Borgia, and F. De Carlo, “Availability assessment for a gas plant,” Pet. 

Technol. Q., vol. 13, no. 2 SUPPL., pp. 33–37, 2008. 
[13] J. Tixier, G. Dusserre, O. Salvi, and D. Gaston, “Review of 62 risk analysis methodologies of industrial plants,” J. Loss Prev. Process 

Ind., vol. 15, no. 4, pp. 291–303, 2002. 
[14] F. De Carlo, M. Tucci, and O. Borgia, “Conception of a prototype to validate a maintenance expert system,” Int. J. Eng. Technol., vol. 

5, no. 5, 2013. 
[15] E. H. Schein, “Three cultures of management: the key to organizational learning,” Glocal Work. Living Work. World Cult. Intell., vol. 

37, 2010. 
[16] F. De Carlo and M. A. Arleo, “Maintenance cost optimization in condition based maintenance: a case study for critical facilities,” Int. 

J. Eng. Technol., vol. 5, no. 5, 2013. 
[17] O. Borgia, F. De Carlo, M. Tucci, and N. Fanciullacci, “Service demand forecasting through the systemability model: a case study.,” 

Int. J. Eng. Technol., vol. 5, no. 5, 2013. 
[18] D. Heckerman, A tutorial on learning with Bayesian networks. Springer, 2008. 
[19] O. Borgia, F. De Carlo, and M. Tucci, “Imperfect maintenance modelling by dynamic object oriented Bayesian networks,” Int. J. Eng. 

Technol., vol. 5, no. 5, 2013. 
[20] F. V. Jensen and T. D. Nielsen, Bayesian networks and decision graphs. Springer, 2007. 
[21] K. G. Olesen and A. L. Madsen, “Maximal prime subgraph decomposition of Bayesian networks,” Syst. Man Cybern. Part B Cybern. 

Ieee Trans., vol. 32, no. 1, pp. 21–31, 2002. 
[22] P. Weber and L. Jouffe, “Complex system reliability modelling with dynamic object oriented bayesian networks (DOOBN),” Reliab. 

Eng. Syst. Saf., vol. 91, no. 2, pp. 149–162, 2006. 
[23] H.-G. Leimer, “Optimal decomposition by clique separators,” Discrete Math., vol. 113, no. 1, pp. 99–123, 1993. 
[24] M. Correa, C. Bielza, and J. Pamies-Teixeira, “Comparison of Bayesian networks and artificial neural networks for quality detection in 

a machining process,” Expert Syst. Appl., vol. 36, no. 3, pp. 7270–7279, 2009. 
 

Filippo De Carlo / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 5 Oct-Nov 2013 4311


	Manufacturing nonconformitiesmanagement through conditionalprobabilities
	Abstract
	Keyword
	I. INTRODUCTION
	II. METHODS
	III. CASE STUDY
	IV.RESULTS
	V. DISCUSSION
	VI.CONCLUSIONS
	REFERENCES




