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Abstract—In Genetic Algorithm (GA), the fitness or quality of individual solutions in the initial 
population plays a significant part in determining the final optimal solution. The traditional GA with 
random population seeding technique is simple and proficient however the generated population may 
contain poor fitness individuals, which take long time to converge to the optimal solution. On the other 
hand, the hybrid population seeding techniques, which have the benefits of generating good fitness 
individuals and fast convergence to the optimal solution. Researchers have proposed several population 
seeding techniques using the background knowledge on the problem taken to solve. In this paper, we 
analyse the performance of different population seeding techniques for the permutation coded genetic 
algorithm based on the quality of the individuals generated. Experiments are carried out using the 
famous Travelling Salesman Problem (TSP) benchmark instances obtained from the TSPLIB, which is 
the standard library for TSP problems. The experimental results show the order of performance of 
different population seeding techniques in terms of Convergence Rate (%) and Error Rate (%).  

Keyword - Genetic Algorithm, Population Seeding Technique, Travelling Salesman Problem, 
Performance Analysis, MATLAB 

I. INTRODUCTION 
Optimization is a specialized field of theoretical computer science and applied mathematics. The prime 

objective of optimization functions is to find the optimal object, which may be an individual or set of individuals 
from within a finite set of objects. Sometimes the objective may be compromised with the findings of near 
optimal objects, which may not exactly optimal, but closer to optimal elements. Hence, the process of solving 
the optimization problems is a tricky one, for which heuristics may contribute evidently to find the either 
optimal or near optimal solutions as per the requirements. In this perspective, several meta-heuristic search 
techniques have been proposed to solve optimization problems, such as Tabu Search [9,10], Genetic Algorithm 
[11-17], Ant Colony Optimization [18-22], Particle swarm Optimization [23], Neural Networks [24,25,47], 
Simulated Annealing [26], Multi-Agent System [10,27,37] and Hybrid-Heuristics [28-30]. Among these search 
techniques, Genetic Algorithm (GA) is a well-known technique for optimization of complex problem with large 
search space. Some of the important features of GA which makes it perform well are GA operates on population 
of possible solutions rather than on a single solution, the range of genetic operators helps to search the 
unrevealed portions in the large search space.  

The traditional GA consist of following steps population seeding (initial population), selection, 
reproduction, crossover, mutation and termination constraint in which first step occurs once and rest of the step 
are repeated until the stop condition is satisfied. The first step of any GA is to generate a set of feasible solutions 
randomly or hybrid as an initial population or population seeding [34]. The quality of individual solutions in 
initial population plays a critical role in determining the quality of final solution that can be obtained using GA 
[32,40]. Though random population initialization is often used [41], many hybrid population seeding techniques 
like Nearest Neighbor (NN) [3], Gene Bank (GB) [32], Selective Initialization (SI) [46], Sorted population (SP) 
[36] techniques are also used to improve the performance of permutation coded GA. From the literature study, it 
is found that the performance comparison among the population seeding techniques have not been performed in 
terms of their ability to converge the optimal solution. This motivates to perform an effective performance 
analyses on different population seeding techniques for the permutation coded genetic algorithm. 

In order to perform the experiments, Traveling Salesman Problem (TSP) instances from the TSPLIB have 
been used. TSP is the most widely studied problem in combinational optimization [1-3]. In TSP,  a salesman 
wants  to  visit  each  of  a  set  of  cities exactly once and return to the starting city with minimal distance 
travelled. Major applications of TSP are Vehicle routing [4], Drilling of printed circuit boards [5], Overhauling 
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gas turbine engines [6], X-Ray crystallography [7], computer wiring [4], and the order-picking problem in 
warehouses [8]. Thus, TSP could be the suitable benchmark instances to evaluate the performance of the 
different population seeding techniques. The organization of the paper is as follows: Section 2 provides a 
comprehensive study on different population seeding techniques; Section 3 discusses about working principle 
various population seeding techniques and Section 4 details the experimentation and result analysis; finally 
Section 5 concludes the paper and proposes future works. 

II. RELATED WORKS 
In this section, a comprehensive study on different population seeding techniques has been carried out. 

Lawrence et al. [35] discussed about different GA configuration problems and claims that seeding the initial 
population using hybrid model can improve the effectiveness of the GA significantly.  Tog˘an et al. [40] 
believes that ability to produce optimal solution is critically influenced by population seeding method and 
proposed two new self-adaptive member grouping strategies and a new strategy for population seeding to show 
the importance of the population seeding in GA. Random population seeding method [3,16,30-32,50,51] is 
widely used because of its simplicity, easy understanding and uncomplicatedness to implement. Nearest 
Neighbor (NN) tour construction heuristic is one of the familiar alternative for random population seeding in 
GA for TSP [3,16,39,42-45,49]. In NN technique, individuals in the population seeding are constructed with city 
nearest to the current city and such good individuals can refine the subsequent search in the next generations [3].  

Yingzi et al. [32] proposed a Greedy GA (GGA) in which population seeding is performed using the Gene 
Bank (GB) technique. The GB is built by collecting the permutation of ‘N’ cities based on their distance. In 
GGA method, population of individuals is generated from the GB such that the individuals are of above-average 
fitness and short defining length. The Selective Initialization (SI) [46] population seeding technique formulates 
k-nearest-neighbor subgraph and its gives higher priority to edges that belong to the formulated subgraph. Olga 
et al. [36] proposes a modified GA with sorted initial population method based on theory of better parents would 
produce better offspring. In this approach, a large initial pool of population is generated, and then it is sorted in 
ascending order based on their quality and choosing a certain number of individual with above average fitness. 

III. POPULATION SEEDING TECHNIQUES 
In this section, a brief description on the working principle of different population seeding techniques such 

as Random, Nearest Neighbor, Gene Bank, Selective Initialization, Sorted population techniques has been 
studied. 
A. Random Initialization Technique 

In this technique, the successive cities of the initial solutions are chosen randomly. A variety of random 
number generation techniques have been proposed such as quasi random, sobol random and uniform random 
sequence [34,37,41,48]. 
B. Nearest Neighbor Technique 

Nearest neighbor (NN) tour construction heuristic is a common choice, in alternative for random population 
initialization, to construct the initial population of solutions for solving TSP with GAs. In NN technique, 
individuals in the population seeding are constructed with city nearest to the current city and such good 
individuals can refine the subsequent search in the next generations [3]. 
C. Gene Bank Technique 

The Gene Bank technique [32] is proposed to generate the initial population of solutions with quality and 
diversity. The working principle of GB technique is exemplified as follows: For a TSP of N cities, the ‘N’ cities 
are permuted and assembled to build a gene bank. The C cities that are closer to the city i are encoded to 
construct a gene bank, where C is a number less than N-1. Thus, the Gene bank is a matrix A whose size is  
C × N. The element of A[i][j] is the jth closest city to city i. Therefore, the C closest cities constitute the whole 
ith row of gene bank for the city i.  

The initial city i for each solution is initialized randomly and from the ith row of gene bank, city j is then 
selected where j is the nearby one in the unvisited elements of the ith row. Then, city k is selected from the jth 
row of gene bank as the next city. If all the city codes of the jth row have been selected, then next city is chosen 
randomly from the set of unvisited cities. This method is repeated so that the solution is generated with the size 
of ‘N’. 
D. Selective Initialization Technique 

In this technique [46], a k-nearest-neighbor subgraph is formulated, from the distance matrix, as a graph 
include all routes of cities ci and cj, such that city ci is among the k-nearest neighbors of city cj or city cj is 
among the k-nearest neighbors of city ci. (i.e) a list of k-nearest neighbors for each city is generated in advance. 
The value of ‘k’ is assigned based on the size of the problem taken. In selective initialization, higher priority is 
given to the routes with cities that belong to the k-nearest-neighbor subgraph. As an example, from a city c, first 
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attempt to randomly select a next city from the c’s k-nearest neighbors list and if all cities of c in the k-nearest 
neighbors list have already been used, then the next city is chosen randomly.  
E. Sorted population Technique 

GA is motivated by the concept that the better parents would produce better offspring. Sorted population 
technique [36] generates a large initial solution of population, then sorting it in ascending order based on their 
fitness and choosing a certain percentage of population that has above average fitness, in case of TSP – short 
distance. It is assumed that with very large initial population there is a high probability of having good solutions 
in the population. This technique uses merge sort for sorting the initial solutions of population due to its 
stability. 

IV. EXPERIMENTATION AND ANALYSES 
In this section, the experiments are conducted to analyse the performance of the Random, Nearest 

Neighbour, Gene Bank, Selective Initialization and Sorted population seeding techniques. 
A. Experimentation Setup 

The different population seeding techniques are implemented using MATLAB tool on an Intel Dual Core PC 
with TSP datasets, obtained from TSPLIB [38]. The TSP instances that have been chosen for experimentation 
are eil51, kroA100, tsp225, d493, d657, u724, rat783, fl1577, d2103 and fnl4461. Path representation of 
individuals is used to represent the tour of cities in the TSP. The size of population is set as 100. The value of 
‘C’ in Gene Bank technique is assigned as 3 and the value of ‘k’ in Selective Initialization Technique is assigned 
as 10 for the instances with less than 600 cities and as 20 for instances larger than 600 cities.  
B. Performance Factor 

Convergence Rate: Convergence Rate of a solution can be defined as the percentage of fitness attained by 
the solution w.r.t the known optimal solution for the problem. It can be given as, 

ሺ%ሻ ݁ݐܴܽ ݁ܿ݊݁݃ݎ݁ݒ݊ܥ  ൌ  1 െ ݏݏ݁݊ݐ݅ܨ െ ݏݏ݁݊ݐ݅ܨ ݈ܽ݉݅ݐܱ ݏݏ݁݊ݐ݅ܨ ݈ܽ݉݅ݐܱ  ൈ 100                 
 
The Convergence rate factor is directly proportional to the quality or fitness of the solution generated.   

Error Rate: Error Rate of a solution can be defined as the percentage of difference in the fitness value of the 
solution with the known optimal solution for the problem. It can be given as, 
ሺ%ሻ ݁ݐܴܽ ݎݎݎܧ  ൌ – ݏݏ݁݊ݐ݅ܨ  ݏݏ݁݊ݐ݅ܨ ݈ܽ݉݅ݐܱ ݏݏ݁݊ݐ݅ܨ ݈ܽ݉݅ݐܱ  ൈ 100    
 
The error rate factor is inversely proportional to the quality or fitness of the solution generated.   
C. Result Analyses 

In this section, the different population seeding techniques are investigated with similar GA configurations 
and the quality of individuals generated in the population initialization is examined. The Best solution of the 
population represents the solution with highest convergence rate and the worst solution of the population 
represents the solution with least convergence rate in the population. The initial solutions generated using each 
technique are inspected for the best and worst solutions in terms of their convergence rate and are tabulated in 
the Table I. For each technique, experimental outcomes have been collected for 10 runs and the average values 
of 10 runs are used for analyses. 
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TABLE I 
The Convergence Rate (%) based evaluation for different population seeding techniques 

Sl. 
No 

Instance 

Convergence Rate (%) 

Random NN GB SI SP 

Best Worst Best Worst Best Worst Best Worst Best Worst 

1 eil51 1.19% -24.91% 81.27% 51.96% 69.52% 0.88% 64.77% 30.82% 11.47% -26.83% 
2 kroA100 -24.55% -54.20% 83.95% 65.17% 16.33% -10.84% 39.13% 19.24% -2.48% -34.45% 
3 tsp225 -24.89% -59.55% 81.69% 63.43% 5.40% -27.37% 36.14% 10.25% -8.69% -41.36% 
4 d493 -40.83% -99.74% 81.44% 69.48% -2.39% -45.35% 38.52% 10.84% -34.67% -70.29% 
5 d657 -62.37% -87.70% 76.37% 61.90% -8.88% -44.21% 50.43% 31.08% -47.50% -70.19% 
6 u724 -40.08% -94.24% 78.06% 65.53% -7.19% -38.41% 51.65% 16.89% -36.37% -62.33% 
7 rat783 -79.51% -118.25% 78.39% 67.76% -14.70% -43.63% 54.63% 17.36% -62.43% -103.52% 
8 fl1577 -98.54% -153.18% 79.63% 67.10% -20.76% -34.26% 50.67% 10.59% -72.85% -130.68% 
9 d2103 -77.10% -155.70% 91.28% 80.03% -18.29% -44.49% 54.84% 6.41% -61.51% -127.72% 

10 fnl4461 -86.16% -169.41% 78.40% 72.69% -9.71% -61.30% 36.08% 9.09% -71.70% -143.83% 
 

TABLE II 
The Error Rate (%) based evaluation for different population seeding techniques 

Sl. 
No 

Instance 

Error Rate (%) 

Random NN GB SI SP 

Best Worst Best Worst Best Worst Best Worst Best Worst 

1 eil51 98.81% 124.91% 18.73% 48.04% 30.48% 99.12% 35.23% 69.18% 88.53% 126.83% 
2 kroA100 124.55% 154.20% 16.05% 34.83% 83.67% 110.84% 60.87% 80.76% 102.48% 134.45% 
3 tsp225 124.89% 159.55% 18.31% 36.57% 94.60% 127.37% 63.86% 89.75% 108.69% 141.36% 
4 d493 140.83% 199.74% 18.56% 30.52% 102.39% 145.35% 61.48% 89.16% 134.67% 170.29% 
5 d657 162.37% 187.70% 23.63% 38.10% 108.88% 144.21% 49.57% 68.92% 147.50% 170.19% 
6 u724 140.08% 194.24% 21.94% 34.47% 107.19% 138.41% 48.35% 83.11% 136.37% 162.33% 
7 rat783 179.51% 218.25% 21.61% 32.24% 114.70% 143.63% 45.37% 82.64% 162.43% 203.52% 
8 fl1577 198.54% 253.18% 20.37% 32.90% 120.76% 134.26% 49.33% 89.41% 172.85% 230.68% 
9 d2103 177.10% 255.70% 8.72% 19.97% 118.29% 144.49% 45.16% 93.59% 161.51% 227.72% 

10 fnl4461 186.16% 269.41% 21.60% 27.31% 109.71% 161.30% 63.92% 90.91% 171.70% 243.83% 
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From the Table I, it can be observed that the NN technique can generate the individual with high 

convergence rate for all the TSP instances taken. At maximum, NN generate a solution with 91.28% of 
convergence rate for the TSP instance d2103 at the initial stage of GA. The SI technique which performs better 
in next to NN technique can generate solution of 64.77% of convergence for the instance eil51. It can also be 
noted that the performance of SI diminishes with increase in the size of the TSP problem instance. The 
performance of GB technique degrades with increase in the size of the TSP instance and the negative value 
shows the bad quality of the individual generated. The random and SP techniques show their inability to 
produce high fitness individuals at the initialization stage of GA. The convergence rate (%) of best and worst 
individuals generated by different population seeding techniques is shown in the figure 1 and 2 respectively.  

The error rate (%) of the best and the worst solutions generated by the different population seeding 
techniques are tabulated in the Table II. From the Table II, it can be derived that the NN technique performs 
better in terms of error rate (%) based assessments and the sequence of performance is same as that of 
convergence rate (%). Figures 3 and 4 correspond to the best and the worst individuals of the initial population 
generated by various population seeding methods in terms of error rate (%). 

 

Figure 2. The Convergence Rate (%) of the worst solutions generated by different population seeding techniques 
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Figure 1. The Convergence Rate (%) of the best solutions generated by different population seeding techniques 

-100

-80

-60

-40

-20

0

20

40

60

80

100

eil51 kroA100 tsp225 d493 d657 u724 rat783 fl1577 d2103 fnl4461

Random NN GB SI SP
C

on
ve

rg
en

ce
ra

te
 (%

)

P. Victer Paul et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 3 Jun-Jul 2013 2997



To summarize, the NN technique performs better than all other considered population seeding techniques 
followed by SI and then GB in terms of Convergence rate (%) and Error Rate (%). In case of Random and SP, 
the convergence rate (%) value for most of the instances are in negative which shows that the quality of solution 
generated are of bad quality. 

V. CONCLUSION 
In this paper, the performance of different population seeding techniques for the permutation coded genetic 

algorithm based on the quality of individuals generated has been analysed. Experiments are performed using the 
famous Travelling Salesman Problem (TSP) instances obtained from the TSPLIB, the standard library for TSP 
problems, using MATLAB tool. The experimental results show that the NN technique generates solutions with 
high fitness followed by SI and then GE techniques. The fitness of individuals generated by random and SP 
techniques are of bad quality in terms of convergence rate (%) and error rate (%). As a future work, analyses can 
also be performed in terms of performance factors such as Computation Time, Convergence Diversity and 
Average Convergence. 

 

 

 

Figure 3. The Error Rate (%) of the best solutions generated by different population seeding techniques 
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Figure 4. The Error Rate (%) of the worst solutions generated by different population seeding techniques 
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