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This is second sub module of prediction module. A simple calculation has been done to estimate the 
time to failure. By using the three variables sent by the packet deviation detector. . Current communication time 
is attained by using timed automata. Calculations are as follows: 

Need to find out the average time gap between the deviations that are observed. The time is measure in 
seconds. Current communication Time or elapse time (ET) divided by number of Deviated Packets (DP) to get 
Average Time (AT) between deviations. 

AT = 
ா்

஽௉
        (Eq.1) 

Possible number of Maximum Deviations (MD) can occur before failure is estimated by multiplication 
of number of the Current Packet (CP) and threshold value (30% of current number of total packets) and dividing 
obtained value by 100. Here the threshold value is considered as 30. 

MD = 
ଷ଴∗஼௉

ଵ଴଴
        (Eq.2) 

Finally, Time to failure (TTF) is estimated by multiplying Average Time between deviations (AT) 
which is obtained from Eq.1 and possible number of Maximum Deviations (MD). 

TTF=AT*MD sec       (Eq.3)   

D. Reporting module: 

This module reports the failure prediction with all the available details to the user in presentable way. 
The users of the network are informed by broadcasting these details to every node in the network. The 
prediction report includes details like number of deviated packets found, time to failure. 

E. Algorithm: 

      Procedure Prediction() 

{ 

Initialize  start_time=0 ,pkt _num=0, current_time=0, current_pkt=0, deviated_pkt=0; 

Capture(); 

} 

     Procedure Capture() 

      { 

If (Any two nodes starts communication) then 

             Start capturing packets; 

Set start _time to communication start time; 

Set current _time to clock time; 

Assign current_time and pkt_num to each captured packet; 

Increment pkt_num; 

Deviation_detect(packet content); 

       } 

Procedure Deviation_detect(packet content) 

{ 

current_pkt = Packet content; 

 If (current_pkt == standard_pkt) then 

     Discard  current_pkt; 

Else If (deviated_pkt > (30*pkt_num/100) )  

{ 

Increment deviated_pkt; 

time_estimation(current_time, pkt_num, deviated_pkt); 

 } 

 Procedure  time_estimation(current_time, pkt_num, deviated_pkt)  

{ 

Calculate  Avg_time = current_time/ deviated_pkt; 

Calculate  Max_deviation = (30*pkt_num)/ 100; 

Calculate TTF =  Avg_time *  Max_deviation; 

P. Madaalasa et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 2 Apr-May 2013 1923



report(TTF, deviated_pkt); 

} 

Procedure  report(TTF, deviated_pkt) 

{ 

Broadcast (“found” deviated_pkt “number of deviated packets among” pkt_num. “TTF is” TTF); 

} 

IV. RESULTS 

The proposed method produces following results.  A time slot of 100 with 40 total packets and 3 
deviated packets are considered. 

                     According to eq.1,   AT = 
ா்

஽௉
             100/3 = 33.33 

                     According to eq.2,   MD = 
ଷ଴∗஼௉

ଵ଴଴
        (30*40)/100 = 12 

                     According to eq.3,   TTF=AT*MD    33.33 * 12 = 4066.26 sec 

The TTF is 4066.26 sec and the failure occurred at the time 4188.03 sec. 

V. CONCLUSION AND FUTURE WORK 

 By the obtained results, we can conclude that the proposed failure prediction model gives user 
enough breathing time for TTF. The method is proposed by simple calculations and network packet information. 
The timed automaton is used for the clocks in network.  

 In future, this can be enhanced with classification of failure, location detection of failure, 
causes of failure and suggest user methods those can be able to prevent failure from occurring.  
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