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Abstract— Energy Consumption is a key constraint in modern computing era. The consumption of energy 
should be ascertainable not only to Gate Level or Register Transfer (RT) Level but also to the System 
Level. There is a trade-off between energy consumption and run-time. Researchers are working on low 
power consumption techniques without degrading performance of the system. The computing science 
developers focus on both compiler and non-compiler methods for energy minimization. This paper 
focuses on various techniques, methods and tools for minimization of energy without increasing runtime. 
The energy consumption and run time computed for various compiler techniques on XScale Architecture 
using XEEMU tool. The best compiler method picked out and code is tuned dynamically by varying 
voltage-frequency. 

Keyword- Compiler Optimization, Power dissipation, Power Performance, Voltage- Frequency Scaling, 
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I. INTRODUCTION 

Energy consumption is the major problem for computer systems. With the increasing demand of advanced 
technology and its utilization in our daily life, it has brought a radical change in our life style. From computer to 
smart phones, in order to run these devices all we need is power. Scientists and researchers of different fields are 
working on various techniques to minimize the power consumption. They are trying to reduce the consumption 
of power on Chip-Level [51], Gate-Level [52], Operating System Level [53], Processors [54] and Compiler 
Level [55]. Power reduction of computers has been explored from many years. When it comes to computer 
scientists a steady progress has been achieved basically in the form of Dynamic power management (DPM) and 
Dynamic voltage scaling (DVS). DPM works on system-level. It minimizes the consumption of power when 
any parts of the system are not in use. The power manager (PM) is responsible for minimizing power 
consumption. PM brings the devices to sleep or shut down or wakeup states if it is not in use [2]. On the other 
hand when system is in running state, to minimize the power consumption DVS plays the role [1]. DVS is used 
for the processor and as the name says it is real time technique. It reduces the power by varying the voltages 
according to the load on the processors. Now the question comes why it is important to work on power 
reduction. Power reduction is required in order to minimize the cooling cost which includes data centres [56] 
and chip packaging [57], improve battery life time of mobile devices [58], enhance system reliability, above all 
environmental concerns. Whenever we say power reduction in the field of computing science, processors draw 
attention the most. Basically for processors it can be obtained in two ways, one by using compiler methods and 
assembly code manipulation and another by non-compiler methods. The non compiler method checks the load 
on the processors and dynamically increases or decreases the processor frequency.  

In this paper we have discussed various areas where power management can be obtained in the field of 
computing science along with the methodology of performing energy consumption and run time evaluation. The 
reminder of the paper is organized as follows: The immediate next section presents the concepts and related 
literature study. The next section is followed by the methodology, immediate to this some related results and 
analysis. The paper ends with future enhancement and conclusion.  

II. CONCEPTS AND LITERATURE STUDY 

Energy performance evaluation is now a day’s important research topic as we realized the importance of 
power. In earlier days systems were not good enough in terms of conserving power. It was using either 100% of 
their power requirement or was switched off. The era of personal computer power management started in 1989 
[59]. Intel introduced the technology which allows CPU to slow down, suspend or shut down [3]. The demand 
of hand held devices also increased in early 90’s. To minimize power consumption scientists started paying 
attention on sequential improvement of hardware and software both. It has combined to increase the 
performance and on-battery lifetime of hand held devices [4].In terms of development of personal computers 
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power management there are three specifications power management, System design and Application. These are 
3-interlocked tracks that helped in the development [5]. In terms of computing systems the power and 
performance management mainly highlights computer architecture, operating systems, CAD, compilers etc. 
Here, the description starts from operating system first. Operating systems have basically two major roles, 
providing an abstraction and managing resources like CPU time, memory allocation, disk quota etc. On OS level 
an efficient power performance can be enhanced by Power Management on IO Devices, Low-Power Scheduling 
for Processors or by Reducing Memory Power [6]. Energy efficient design also focuses on computation, 
communication and storage units [5, 6]. In operating system level the concept of hibernates, sleep, auto 
shutdown etc has also been introduced. The system gets completely or partially powered off, when it is not in 
use. It allows the system to save power [7]. In other hand the processors are also one of the most important 
elements of computer systems. When system is in idle state we can save power by keeping focus on operating 
systems but when systems are in running state it is better to focus on processors [6, 7]. CPU needs more number 
of cards or PCB i.e. printed circuit boards for large machine, whereas for small workstations & personal 
computers it holds in one single-chip known as microprocessors.  The trend of microprocessors started from 
1970’s [8]. . In year 2001, after the execution of series of projects named POWER1, POWER2, POWER3, IBM 
introduced POWER4 processor. It was the first GIGA-series processors. In year 2004 POWER 5 has been 
introduced as a dual-core processor which supported two-threads simultaneous multithreading, an evolutionary 
achievement indeed [9, 10]. POWER 6 in year 2007 and POWER 7 in February 2010 came in the picture. 
POWER 7 holds 8-cores and 4-threads in each core. Hence POWER7 holds the overall capacity of 32 
simultaneous threads at a time [11]. Similarly if we talk about Intel from 404 processor series in the year 1972 
[12] to Atom last revised in December 2011 [13]. There have been consistent progresses among 
processors/microprocessors in terms of power and performance evaluation. Because of the evolutionary work 
after the introduction of microprocessors, The National Academy of Engineering enlisted Microprocessor as one 
of ten outstanding engineering achievements for the advancement of human welfare in year 1989 [12]. In year 
1995 Intel Pentium Pro Processor came in the picture designed for 32-bit server etc. Intel Pentium II Xeon 
processors in 1998, Followed by Itanium processor which became first in the family of 64-bit products. With the 
increasing demand and requirement of high performance computer in year 2003 Intel Centrino mobile 
technology brought a radical changes in terms of high performance, enhanced battery life and lighter PCs. Intel 
has introduced Dual-core technology and launched four processors for servers under the Xeon 5300 brand. 
These quad-core processors show improved performance, in year 2006. With the sequential execution of 
projects on processors, in year 2008 Intel introduced Atom. It is an immediate successor of the Intel A100 & 
A110 low-power microprocessors. The revised Version of Atom has been introduced in December 2011, which 
is highly efficient and consumes less power unlike the previous one [14, 15]. Along with IBM and Intel there are 
other industrial and non-industrial research labs working on power and performance evaluation. The power 
management for microprocessors can be done over the whole processor, or in specific areas. With dynamic 
voltage scaling and dynamic frequency scaling, the CPU core voltage, clock rate or both, can be altered to 
decrease power consumption. Already mentioned in section I the power reduction of processor can be 
approached in two ways compiler and non compiler. In order to bring power awareness in developer compiler 
optimization techniques are one of the most approachable ways. In relation with compiler optimization, 
Proebsting’s Law was proposed by Todd Proebsting in the year 1998. According to this law advances in 
compiler optimization doubles the program performance in every 18 years [16, 24]. The origin of Proebsting’s 
law is famous Moore’s Law. Techniques used for optimization can influence from a single statement to the 
entire program. There are various compiler optimization techniques available. Most general techniques are 
locally scoped and globally scoped. Few of the scoped optimization techniques are Local [16, 17], Global [18], 
Inter procedural [19], Machine code [20], whole-program [21], Peephole [22, 23] and Loop optimization [24]. 
Besides these there are few programming language dependent and machine dependent techniques [23]. Among 
all types of optimizations the most important technique we say is loop optimization as most of the programs 
spend large amount of time inside the loop [23, 24]. However, optimizing compilers are by no means perfect. 
There are so many practical issues and dependencies with optimizing compiler technology are available.  

In last decade few remarkable works has been carried away in the field of compiler optimization. In comparison 
with traditional compilers and optimization techniques, modern compilers provide more number of 
optimizations. The effect of compiler optimization is highly dependent on the code being compiled. All the 
optimization techniques have a different impact on code quality, compilation time, code size, energy 
consumption, etc. That is why compiler provide different optimization level -Os, -O1, -O2 and -O3. It integrates 
various optimizations. By providing number of exchange between various functions like compilation time, code 
size & quality etc. Hence a concept called COLE - Compiler Optimization Level Exploration was introduced in 
the year 2010 [25]. On the other side when we talk about processors, the embedded processors performance is 
dependent on both underlying architecture and the compiler optimizations applied. To obtained performance of 
an optimizing compiler on a large micro architectural design. A machine-learning model helps. It predicts the 
performance of an optimizing compiler without tuning it [26]. Lots of work has been carried out over machine 
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learning approach [27]. GCC is a compiler which holds good and even called as self-tuning compiler [28, 30]. 
There are so many practical limitations in optimization. Sometimes the tasks are performed on the same 
environment (Operating systems, Architecture, Compilers) to check various optimizations. To come over from 
this ‘Collective Optimization’ a method has been approached [29]. After the discussion for compiler 
optimization the discussion for frequency and voltage scaling must be followed. Dynamic Voltage Scaling is 
one of the important techniques to reduce power consumption. Most importantly the supply voltage and 
frequency can be adjusted at run time [1]. DVS/DFS finds the program section where voltage and frequency can 
be tuned on CPU with minimum loss in performance [1, 31]. It is an effective algorithmic technique for 
minimizing power consumption of embedded real time systems. Unlike the existing DVS a new techniques has 
been proposed which includes slack estimation. As DVS holds large number of dependency on the slack 
methods. With the experimental studies it says energy consumption reduced by 20 to 40 percent of current DVS 
[33]. So many researches have been conducted in the area of dynamic frequency voltage scaling. Maximum 
implementations are tested on simulation environment and most of the studies highlighted on the minimization 
of power consumption [34]. But power dissipation is one important issue which was getting overlooked by the 
scientists. A Baseline measurement has been obtained for the power driven software. The hardware used 
remained unmodified [35]. In year after 2000 till date so many algorithms have been introduced which covers 
the flaws of DVS algorithm. Few are new and few are hybrid. The algorithms named dynamic voltage loop 
scheduling i.e. DVLS is one among them, in year 2007. DVLS is designed by integrating DVS and Loop-
scheduling techniques. The experimental results show that DVLS achieves big energy saving [36]. In 2008, 
DVS algorithm along with linear programming processing has been obtained for real-time multimedia. It has 
highlighted the power consumption minimization in the field of multi-media [37]. Again a new DVFS technique 
has been introduced. Usually when systems are in standby mode the energy consumption measurement gets 
overlooked. This new DVFS has not only measured for active power but also for standby power [38].  In March 
2010, combination of DVS and ABB (Adapting Body Biasing) has been introduced. It highlighted the way of 
minimization of leakage along with power consumption [39]. For many core processors the traditional dynamic 
voltage and frequency scaling methods treated all the cores identical, in 2011. With new techniques the power of 
work parallel work load can be obtained independently by varying voltage and frequency. It is named as 
Dynamic Voltage Frequency Core-count Scaling (DVFCS). The concept of MVMF, application of independent 
heterogeneous voltage frequency control has been obtained [40]. Instead of calculating power consumption for 
fixed update interval, an adaptive method has been introduced to perform dynamic voltage and frequency 
scheduling (DVFS) [39, 40].  
 
 
 
 
 
 
 
 
 
 
 
 With the discussion of the work carried away till date we came across various factors which play major role in 
power and performance evaluation, across various domains and even in the field of computer science 
respectively. In the next sections we will discuss about the various types of power models available followed by 
various tools available for power performance evaluation. The power models are classified on the basis of the 
level of abstraction of the description of the system and are reviewed. These are Transistor Level Power 
Estimation, Gate Level Power Estimation, RT Level Power Estimation, and System Level Power Estimation 
[32]. The power model gives the measurement of power dissipated or power consumed by any system. 
According to the abstraction level the effect on power estimation accuracy, simulation time and power saving 
opportunity is explained in Fig 1. Here Power Estimation Accuracy and Simulation time reducing from bottom 
to up, whereas Power Saving Opportunity is reducing from top to bottom. Basically two methodologies exist for 
estimating the power dissipation at different levels of abstraction. These are simulation based methods and 
probabilistic methods. Along with the power models there are various power analysis tools available now days. 
It measures the power performance evaluation of laptop to smart phones, from tablet PCs to hand held devices. 
Scientists are putting great effort in the development of power analysis tools for various devices and its 
implementation in various domains. The various power analysis tools are Joule Track, WATTCH, Simple Scalar, 
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Fig 1. Power analysis and optimization at different levels of the design.
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XTREM, XEEMU, Simics, Cache Access and Cycle Time Information: CACTI, Simple Power, General 
Execution-driven Multiprocessor Simulator (GEMS), WARTS - Wisconsin Architectural Research Tool Set. 
Joule Track is MIT research lab product and a very efficient web based tool for software profiling [41]. 
WATTCH is CPU power estimation tool. It analyses and optimizes power dissipation at micro architectural 
level [42], where as Simple Scalar is the complete tool set [45]. XTREM and XEEMU is XScale architecture 
specific tool [43, 44]. SIMICS is full system simulator [46, 47]. CACTI is the tool for measuring performance 
based on cache sizes and organization [48]. GEMS simulator based on SIMICS [49]. WARTS performs 
profiling and tracing of the programs [50]. Among all XTREM and XEEMU is Intel(c) XScale(c) architecture 
specific tool. XEEMU developed to simulate the runtime and power consumption of the Intel(c) XScale(c) core. 
With the experimental results it showed XEEMU is faster and efficient than XTREM [44]. 

III. METHODOLOGY 

After going through the descriptive study related to power performance. Architecture for performing power 
analysis and evaluation is proposed. It shows the co-relation among the tools and techniques used for 
minimizing power consumption without affecting the performance. The small description of system, software 
and the steps required for analysis of energy and power consumption is highlighted in Fig 2. 

 
        Code 
 
 
                                     
                                         Raw Data 
 
 
 
 
 
 
 

 Power Values                  Results 

Fig 2. The overview of the steps required for analysis of energy consumption 

    Here by referring figure 2 after the code compilation the raw data is taken for binary creation. The obtained 
binary files are taken by the tool to simulate the energy consumption of the program in various power states and 
also the various compiler optimizations techniques. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

          Fig 3. XEEMU Simulation with arm-elf                                               Fig 4. Analyze Results Before and After Optimization 

     It analyses the obtained values. The results are obtained in the form of number of instructions executed, run 
time in seconds and energy consumed in joules by the program. The obtained values are analysed and results are 
displayed. The tool XEEMU used here is a target specific architecture and works precisely for Intel XScale 
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architecture. So, in order to run the XEEMU linking with arm-elf tool chain is required i.e Xscale Architecture 
(Intel implementation of ARM). In Fig 3 steps for XEEMU simulation is given. In Fig 4 description of 
comparative analysis for the code before and after applying optimization techniques is given. The results 
obtained are compared. The developer can implement different optimization techniques and can choose the one 
which gives the best result in terms of energy (Joule) and run-time (Sec). The code can be tuned dynamically by 
varying frequency and voltage across the blocks or the regions in the code. In such a way that minimization in 
the energy consumption can also be obtained dynamically Fig 5.  

 
 
 
 
 

Fig 5. Applying DVFS on the best Optimized Code 

IV. FEW RELATED RESULT AND ANALYSIS  

The various types of compiler optimization techniques have been implemented. The result gives the changes 
in the number of instructions executed, energy consumed (Joules) and run time (Sec).    

 TABLE I 
Result Obtained by XEEMU, Before Optimization (OPTBefore) and After Optimization (OPTAfter) 

There is a very apparent achievement in the reduction of energy consumption and minimization of run time 
after executing the optimized code.In TABLE I three optimization techniques are mentioned for 1000 iterations. 
Changes in the Values are mentioned. The summation of the energy value and run time has been taken from 500 
to 500x10 iterations.  

 
Figure 6: Reduction in energy consumption after applying Logical vs. Bit 

The result obtained before optimization compared with the result obtained after optimization, for each three 
techniques. The total reduction in the consumption of energy and run time for Logical vs Bit is shown in Fig 6 
and Fig 7. Among all the three techniques It has given the comparative better result.  
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Figure 7: Reduction in run time after applying Logical vs. Bit 

V. CONCLUSION AND FUTURE ENHANCEMENT 

The less energy consumption and performance evaluation in major areas for the field of computing science 
has been highlighted. The static and the dynamic both the methods have been taken into the consideration. The 
performance improvement in terms of energy and run time has been achieved. Here compiler optimization 
techniques have been implemented on factorial, matrix multiplication; same can be done on very lengthy codes 
also. The reduction in energy and run time occurs with successive iteration. The different types of voltage-
frequency scaling algorithms also can be implemented to tune the code dynamically.   
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