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Abstract - Cloud computing provides us with the massive pool of resources in terms of pay-as-you-use 
policy. Cloud delivers these resources on demand through the use of network resources under different 
load conditions. As the users will be charged based on their usage the effective utilization of resources 
poses a major challenge. To accomplish this, a service request scheduling algorithm which reduces the 
waiting time of the task in the scheduler and maximizes the Quality of Service (QoS) is needed. Our 
proposed algorithm named Effective Resource Utilization Algorithm (ERUA) is based on 3-tier cloud 
architecture (Consumer, Service Provider and the Resource Provider) which benefits both the user (QoS) 
and the service provider (Cost) through effective schedule reallocation based on utilization ratio leading 
to better resource utilization. Performance analysis made with the existing scheduling techniques shows 
that our algorithm gives out a more optimized schedule and enhances the efficiency rate. 
Keywords: Cloud; Service Request; Service Provider; Consumer; Scheduler Units 

I INTRODUCTION 
Cloud computing an emerging and an enabling technology which made us to think beyond what is possible. 
Realizing the services and amenities provided by the cloud many organizations decided to jump into cloud in 
order to reduce the infrastructure cost and energy consumption. Cloud makes them to move their business with 
different range and style of services. It had the changed the traditional way of using the resource infrastructure.  
Service request scheduling is the most crucial area with respect to the profit of the service provider and the QoS 
of the user. 
 Cloud computing services are offered based on 3-tier architecture. The entire architecture of a cloud with 
respect to service request scheduling comprises of the resource provider, the service providers and the 
consumers. In order to service the request given by the consumer, the service provider needs either to procure 
new hardware resources or to rent it from resource provider. However, getting resource on rental basis incurs 
less cost than buying a new one.  
 The service provider hires resources from the resource provider and creates Virtual Machine (VM) instances 
dynamically to serve the consumers. Resource provider takes on the responsibility of dispatching the VM’s to 
the physical server. Charges for the running instance are based on the flat rate (/time unit). Users submit their 
request for processing an application consists of one or more services. These services along with the time and 
cost parameters are sent to the service provider. In general the actual processing time of a request is much longer 
than its estimated time as there incurs some delay at the service provider site. As the cloud is a form of “pay-as-
you-use” utility, the service provider needs to reduce the response time and delay. Over here service request 
scheduling becomes an essential element to reduce maximize the profit of service provider and to improve the 
QoS offered to the user.  
 Earlier research contributions towards service request scheduling algorithms were on SERver CONsolidation 
[1], optimized service scheduling algorithm [2], scheduling policy based on priority and admission control [3], 
integration of VM for sorting tasks based on the profit [4], multiple pheromone algorithm [5], gang scheduling 
on VM [6], utility model to balance the profit between the user and the service provider [7], dynamic service 
request resource allocation through gi-First In First Out (FIFO) [8], Service Level Agreement (SLA) creation, 
management and usage in utility computing [9], scheduling dynamic user request to maximize the profit of the 
service provider [10], Ant Colony Optimization (ACO) [11], Particle Swam Optimization (PSO) [12], dynamic 
distribution of user request between the application services in a decentralized way [13], scheduling algorithm 
based on genetic algorithm to reduce the waiting time [14], task consolidation heuristics with respect to idle and 
active energy consumption [15], pricing model based on processor – sharing through max_profit and 
max_utility [16], optimized service request – resource mapping using genetic algorithm [17], dynamic priority 
scheduling algorithm [18].  
 Our algorithm ERUA for service request scheduling schedules the task units based on the utilization ratio of 
the queue. It always ensures that the utilization ratio always falls within 1 leading to better resource utilization 

Ramkumar N et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 2 Apr-May 2013 1321



and enhancing the efficiency through enabling the task units to finish up its execution within their deadline. 
With our sample set of data, ERUA proves to be more optimal than the existing algorithms for service request 
scheduling.   
 The remainder of the paper is sectioned as follows: Section 2 enlightens the concept of service request 
scheduling and our proposed algorithm, Section 3 discusses about the results and interpretation and Section 4 
concludes this paper. 

II PROPOSED METHODOLOGY 
2.1 Scheduling Process 

The process of scheduling can be viewed as service request scheduling (service provider and the Consumer) and 
resource scheduling (service provider and resource provider).  The process of service request scheduling occurs 
as: 

a)  Users submit their request to the service provider. 
b)  Service provider executes the request. 
c)  Process the request in the service request architecture. 
d)  Dynamic VM generation and dispatch at the resource provider site. 

2.2 System Architecture 

The major components in the service request scheduling are (Figure 1): 
i. Classifier: Receives user request, process and classifies into smaller task units. These task units can be 

scheduled directly onto the scheduler but before that it needs to get assigned with random priorities. 
Priority can either be based on system state or the task characteristics. Once each task gets its unique 
priority these task units can be sent to the scheduler component to be scheduled. 

 

 
Figure 1. System Architecture of ERUA. 

ii. Scheduler: Each scheduler contains several schedule units, each having its own priority based on the 
system design and the real situation. Scheduler pushes up the task units into appropriate schedule units 
based on the idleness and the saturation of each and every schedule unit. Scheduler units execute the 
task units based on the algorithm. The task unit with the lower deadline will be scheduled first to 
optimize the result. 

iii. Compactor: Summarizes the completed task units during each cycle and sends it to the resource provider. 
2.3 The Process of Service Request Scheduling 

Users submit their request for executing their application which consists of one or more services to the SP. Now 
the SP has to perform the service request scheduling process with these requests and has to operate on a massive 
set of data. So the SP requires a scheduler to efficiently schedule these request maximizing the QoS to the user 
and the profit on the SP site. The process of service scheduling starts here. Each request will be spliced into task 
units and are assigned with some random priority in the classifier. Classifier pushes these task units into an 
appropriate scheduler units based on the state of the scheduler units. Scheduler units execute the task unit based 
on some algorithm. Our algorithm considers utilization ratio as the deciding factor for priority reassignment. Let 
us consider an example for priority reassignment (Figure 2). 
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Figure 2. Example of scheduling task in prioritized queue. 

 Task units T2 (6), T3 (14) and T6 (8) having the lowest deadline will be assigned for execution at first in 
high, medium and low priority scheduler units respectively. Now after a cycle the remaining task units will be 
high queue - T5 (11) and T1 (13), medium queue – T7 (11) and low queue – T4 (9) and T6 (8). If there is a task 
T8 (19) with the execution time of 7 ms in the higher priority queue that needs to be executed after T1 (13), it 
can be scheduled to execution in the medium priority scheduler unit after T7 (11) as it frees up after 5 ms. This 
can be done by analysing the remaining jobs and the completion time of the current jobs scheduled in the queue, 
thus minimizing the delay of 1 ms, while enhancing the processor utilization. Now, T8 (14) completes its 
execution by 12 ms within its deadline. Whenever the queue frees up irrespective of the priority class, the tasks 
can be scheduled onto any one of them based on the state of the scheduler units. Priority reassignment based on 
deadline gives us a better way of maximizing the throughput and the performance of the system through 
effective resource utilization. 

III RESULTS AND DISCUSSIONS 
User submits their request to the service provider and it enters the scheduling architecture through the classifier. 
The classifier component split up the user request into several independent task units. Let us consider the 
following table which consists of several task units of a single request (Table 1). Now, the classifier assigns 
some initial priority (least deadline) to each task units and schedules them on to the schedule units. Here, we 
will be having three scheduler queues with high, medium and low priority respectively and this depends upon 
the design and the current load of the system.  
 The initial tasks scheduled to execution will be T2 (6) and T6 (11) in high priority queue, T3 (14) and T7 
(17) in medium priority queue and T5 (8) and T10 (9) in low priority queue are shown in Figure 3. T8 (13) with 
the higher priority will be scheduled next to T6 (11) in the high priority queue (Figure 4). Always be sure about 
                           Utilization Ratioi (Queue) = (Execution Time i / Deadline i) ≤ 1                                            (i) 

 

 
Table 1. Task Units Schedule. 

 The task units T2, T6, T8, T3, T7, T5 and T10 were scheduled on to execution within their deadline with 
the utilization ratio of 0.89 (T2, T6 and T8) on high priority queue, 0.33 ( T3 and T7) on medium priority queue 
and 0.72 (T5 and T10) on low priority queue. To keep the queue busy, always ensure that the queue utilization 
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should be within 1. Write down the remaining task that needs to be scheduled (Table 2).  
 

 
Figure 3. Initial Schedule Based on the Least Deadline. 

 

 
Figure 4. T8 with high priority scheduled on to high priority queue. 

 
Table 2. Consolidated task details with priority reassignment based on deadline. 

 The task T4 (12) with the low priority will be scheduled on the medium priority queue after T7 (17) as T7 
(17) completes 1ms before T10 (9) in the low priority queue (Figure 5). The task T11 (13) with the low priority 
will be scheduled on the low priority queue after T10 (9) (Figure 6). The task T9 (45) with the high priority will 
be scheduled on the high priority queue after T8 (13) as T9 (45) will have the least deadline than T1 (50) (Figure 
7). The task T1 (50) with the high priority will be scheduled on the medium priority queue after T4 (12) as T4 
(12) completes 4ms before T9 (45) (Figure 8). 
 

 
Figure 5. T4 with the lower priority scheduled on to idle medium priority queue (idle). 
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Figure 6. T11 with the lower priority scheduled on to low priority queue. 

 
Figure 7. T9 with the higher priority scheduled on to the high priority queue. 

 
Figure 8. T1 with the higher priority scheduled on to the medium priority queue (idle). 

 When Dynamic Priority Scheduling Algorithm (DPSA) is used to schedule the same set of tasks the 
utilization ratio (Ui = ei / di) 1.12 (T1, T2, T6, T8 and T9) on high priority queue, 0.33 (T3 and T7) on medium 
priority queue and 1.28 (T5 and T10) on low priority queue. DPSA violates the condition for effective 
utilization by exceeding 1 affecting the QoS by prohibiting most of the tasks to meet their deadline. ERUA 
schedules task in such a way that the utilization ratio (Ui) of high priority queue (0.95), medium priority queue 
(0.82) and low priority queue (0.95). 

VI PERFORMANCE ANALYSIS 
 The performance analysis made by comparing ERUA with First Come First Serve (FCFS) (no priority), 
Static Priority Scheduling Algorithm (SPSA) (fixed priority), Earliest Deadline First (EDF) and DPSA is 
shown (Figure 9). The efficiency of our algorithm can be measured using         

                                Number of Tasks Scheduled 
        Efficiencyi   =                ---------------------------------------  x 100                             
(ii) 
                        Total Number of Tasks  
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Figure 9. The Efficiency Comparison of Five Algorithms. 

If the same set of tasks is to be scheduled using FCFS, tasks (T2, T4, T5, T6, T7, T8, T10 and T11) miss 
its deadline. For SPSA, tasks (T6 and T8 – High priority queue and T10 – Low priority queue) miss its 
deadline. For EDF, tasks (T4, T8, T11, T3 and T7) miss its deadline. The efficiency of FCFS (0.27), SPSA 
(0.72), EDF (0.54), DPSA (0.81) and ERUA (0.96) are plotted in the graph to illustrate the optimality of 
ERUA. ERUA proves to be an optimal service request scheduling algorithm through effective resource 
utilization. 
As per this schedule, 

ALGORITHM EFFICIENCY (%) 
FCFS 27% 
SPSA 72% 
EDF 54% 

DPSA 82% 
ERUA 98% 

Table 3. Efficiency (%) 

V CONCLUSION 
Users focus on the QoS whereas the service providers rely on maximizing their profit. To satisfy both the user 
and the service providers we need an efficient service request scheduling algorithm in a cloud computing 
platform. Our algorithm satisfies the requirement of both the users and the service providers through efficient 
schedule and priority reassignment. It services the SLA model of the user and the cost model for the service 
provider through dynamic resource reuse management. Our future work investigates on evaluating the users 
SLA model and the service provider profit model under different load condition. 
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