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Abstract: 

In a Wireless Sensor Network a large number of sensors are deployed for the purpose of sensing 
data and then to bring the data back securely to nearby base stations. The base stations then perform the 
costly computation on behalf of the sensors to analyze the data sensed by the sensors. Due to resource 
limitations of the nodes and also due to the vulnerability of physical captures of the nodes, the traditional 
cryptographic techniques are very complex and should not fit for energy constrained environments.  

Data mining techniques can be applied to find the malicious behavior of the nodes of the Sensor 
Network. By analyzing the traffic patterns one can differentiate the normal behavior from malicious 
behaviour.Those techniques are used to identify various attacks. 

This paper addresses the issue of Attacks using data mining techniques. There exist two types of 
attacks: (i) External and (ii) Internal. External attacks are those in which an attacker manipulates the 
communication between pairs of trusted nodes and causes the nodes to de-synchronize. Internal attacks 
are those in which internal attackers report false clock references to their neighboring nodes proposed an 
approach to develop a protocol. The protocol not only finds malicious node(s) but also counts them within 
the group using data mining clustering techniques. 
 
Keywords: Attack Forecasting, Heterogeneous Sensor, Co-Clustering, Attack Graphs, Transitive 
Closures. 
 

I.INTRODUCTION 
  
 Data mining through co-clustering occupies a central role in many fields such as statistics, machine 
learning, image and video processing, sampling of networking systems, fault diagnosis, performance analysis, 
and many more. Simultaneously clustering heterogeneous yet correlated sets of objects has attracted much 
research in recent years, due to the notable impact it has on several application scenarios. 
  

When clustering two heterogeneous sets two dimensional contingency tables can be used to represent 
their correlations. The task is then to cluster the rows of these tables based on the data reported along the 
columns, and their columns based on the data reported along the rows. Those two dimensional tables will be 
treated as adjacency matrix of network graphs. They represent the co-relation among various groups of nodes. 
 
               The utility of organizing combinations of network attacks as graphs is well established. Traditionally, 
such attack graphs have been formed manually by security red teams (penetration testers). But significant 
progress has been made recently in generating attack graphs automatically, based on models of network security 
conditions and attacker exploits, created from network scans, vulnerability databases, etc. By representing 
dependencies among attacker exploits rather than explicitly enumerating attack states, exponential graph 
complexity can be avoided. 
 
 In the current state of practice, it is thus possible to efficiently compute attack graphs for realistic 
networks. But the resulting graphs can still pose serious challenges for human comprehension. This is 
compounded by the fact that attack graphs are usually communicated by literal drawings of graph vertices and 
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edges. While graph drawing has been studied extensively, the problem is ill posed in the sense that many 
possibilities exist for what constitutes a good graph drawing. Also, finding optimal placement of graph vertices 
according to many of the desired criteria is NP-complete.  
 

II.PROPOSED APPROACH 
 

A. ARCHITECTURE 
 
 As described in [3] approach is to capture the network configuration, from which predict attack paths 
through the network, and use the predicted paths for sensor placement, alarm prioritization, and attack response. 
As shown in Fig 1, scan the network to discover hosts, their operating system, application programs, and 
vulnerable network services. Proposed approach can also capture network connectivity, including the effects of 
devices such as firewalls and router access control lists. With the resulting network model, a database of 
modeled attacker exploits, and a specification of threat origin and critical network assets, it computes an attack 
graph, as described in. This graph, computed in worst-case quadratic time, comprises all known attacks through 
the network. 
 

 
 

Fig.1: System Model 

 
Proposed approach applies information-theoretic co-clustering to the attack graph matrix with join 

probability distribution. This clustering rearranges rows and columns of the adjacency matrix to form 
homogeneous groups. In this way, overlapped area of patterns of the matrix represents the co-relation, and 
groups (attack graph subsets) can be considered as single units. This clustering technique is fully automatic, is 
free of parameters, and scales linearly with graph size.   

Fig. 2 represents all the possible paths those cover all the vulnerable connections in the attack graph. 
Using this approach algorithm will take polynomial time to find optimal solution. 
 

 
 

Fig.2 : Example Network and a High-Level Summary of Its Attack Graph 
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The general approach is to find clustering attack graph with adjacency matrices, thus finding transitive 

closures, which provides a framework for correlating, predicting, and hypothesizing about network attacks. The 
approach applies to general attack graphs, regardless of what the particular graph vertices and edges represent. 
For example, such attack graphs could have been formed from models of network vulnerability, or from causal 
relationships among intrusion detection events. Attack graph vertices could also represent aggregated sub 
graphs, such as aggregation by machines and exploits between them. Overall, the techniques describe here have 
linear time complexity in the size of the attack graph, for scalability to larger network. 
 
 As a data structure, an alternative to adjacency matrices are adjacency lists. For each vertex in the 
graph, the adjacency list keeps all other vertices to which it has an edge. Thus, adjacency lists use no space to 
record edges that are not present. There are tradeoffs (in both space and time) between adjacency matrices and 
lists, depending on graph sparseness and the particular operations required. 
 
 Formally, for n vertices in the attack graph, the adjacency matrix A is an n × n matrix where element 
ai,j of A indicates the presence of an edge from vertex i to vertex j. In attack graphs, it is possible that there are 
multiple edges between a pair of vertices, in such cases, one can either record the actual number of edges, or 
simply record the presence (0, 1) of at least one edge. The adjacency matrix records only the presence of an 
edge, and not its semantics, which can be considered in follow-on analysis 
 
 There is a need to apply any matrix co-clustering algorithm that is designed to form homogeneous 
rectangular blocks of matrix elements. Here, homogeneity means that within a block, there is a similar pattern of 
attack graph edges. This clustering algorithm is a non-parametric and scales linearly with problem size. 
 
 By using the co-clustering algorithm in [2] for attack graph adjacency matrices proposed work can 
formulate the problem of attack prediction and isolate the sensor nodes which are compromised by the 
adversaries. Overview of the selected algorithm as follows in Fig 3 
 

 
Fig. 3: LC-HOCC Algorithm 

 
B. MULTI HOP CONNECTIVITY 

 
 The adjacency matrix shows the presence of each edge in a network attack graph. Taken directly, the 
adjacency matrix shows every possible single-step attack. In other words, the adjacency matrix shows attacker 
reachability within one attack step. As we describe later, one can navigate the adjacency matrix by iteratively 
matching rows and columns to follow multiple attack steps. But as an alternative, raise the adjacency matrix to 
higher powers, which shows multi-step attacker reachability at a glance. A fundamental property of attack 
graphs is how well connected the various graph vertices (exploits, machines are. Knowing the numbers and 
depths of attacks helps us understand large-scale tendencies across the network 
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Fig. 4: The Nodes Communicate with One Another and Offer a Multi-Hop Capability. 

 
C. ATTACK FORECASTING 

 
One can place detected intrusions within the context of vulnerability-based attack graphs. By 

associating intrusion alarms with reach ability graph, and also predict the origin and impact of attacks. That is, 
once place intrusion alarm on one of the vulnerability-based reach ability graphs; navigate the graph to do attack 
prediction. The idea is to project to the main diagonal of the graph, in which row and column indices are equal. 
Vertical projection (along a column) leads to attack step(s) in the forward direction. That is, when one project 
along a column to the main diagonal, the resulting row gives the possible steps forward in the attack. 

 
 

III.CONCLUSION 
 
 This paper analyzes how co-clustered adjacency matrices reveal the underlying regularities in network 
attack restrictions on the form of the attack graph. It therefore applies to attack graphs based on network 
vulnerabilities, detected intrusions, or combinations thereof, and well as attack graphs with aggregated vertices, 
e.g., aggregated by network machine. The information-theoretic co-clustering algorithm for multiple 
heterogeneous environments by dividing the matrix into rows and columns of the adjacency matrix so that 
rectangular blocks of similarly-connected attack graph elements emerge. This clustering algorithm is fully 
automatic, parameter-free, and scales linearly with problem size. 
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