
 

 

A Survey of Multiclassifier Algorithms For 
Handling The Dynamics Of Web Data 

Meghna Khatri, Chhavi Rana  

Computer Science and Engineering  Department, Maharishi Dayanand University 
Rohtak, Haryana, India. 
meghna823@gmail.com 

chhavi.rana@gmail.com 

 
Abstract— The data available on the web is highly dynamic in nature especially in the case of e-commerce systems. 
It needs to be handled efficiently in order to provide competitive and efficient applications such as recommender 
system that would be able to predict the ever changing tastes of users accurately. This aim can be fulfilled by building 
a model which is a combination of several classifier algorithms and also including a time-variable function. Over the 
last decade, several multiclassifier approaches were proposed and shown to be useful in many applications. Some 
approaches in temporal dynamics also emerged and have been proven fruitful in respective areas. In this paper an 
overview of such techniques of multiclassifier algorithms as well as temporal dynamics is presented.  
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I. INTRODUCTION 

The amount of information available on the web is increasing at a very fast rate. The mechanism of the e-
commerce systems should be such that they are able to obtain new customers and retain existing ones. Also the 
customer preferences for products are drifting over time as new selections changes the product perception and 
popularity and customer inclinations are evolving, leading them to ever redefine their taste. this problem is 
known as concept drift [1] and to solve it a temporal model is required. 

Data mining provides a number of algorithms to build profiles of users based on historical data, which is 
used to predict the preferences of new users. The predictive models induced by these algorithms are named (as) 
classifiers. The web data is divided into two sets, training set (used to train the model) and the test set (used to 
test the model). However, the data from the web used to build these models is heterogeneous and the behaviour 
of classifier [18] in an individual way sometimes fails with some training sets, when a wide variety of data exist. 
Therefore, multiclassifiers are a better option. 

The multiclassifiers [2] are the result of combining several individual classifiers. The methods for building 
multiclassifiers are divided in two groups: ensemble and hybrid methods. The first method, such as Bagging [3] 
and Boosting [4], induce models that merge classifiers with the same learning algorithm but modifications in the 
training data set whereas the second method such as Stacking [16] creates new hybrid learning technology from 
different base learning algorithm. 

The significance of the multiclassifiers may be enhanced if the temporal factors are included in the algorithm. 
This may be done by including a time variable function. This will trace the changes or the dynamics of the web 
data and the web data could be handled through it.  

II. BACKGROUND 

 
There are several reasons why multiclassifiers should be considered over a single classifier. In several 

applications, the volume of data to be analyzed is too large to be handled by a single classifier. Training a 
classifier with such a vast amount of data is usually not practical. A multiclassifier system will be an efficient 
approach, where data is partitioned into smaller subsets, trained with different classifiers for different subsets 
and the outputs are combined. Also a single classifier cannot perform well when the nature of features is 
different. Using multiple classifiers with a subset of features may provide a better performance.  Another reason 
for combining classifiers is to improve the generalization performance. Finding a single classifier to work well 
for all test data is difficult. Instead multiple classifiers can be combined to give a better output than a single 
classifier. 
 

Two or more classifiers can be combined together to create a multiclassifier. The ensemble methods induce 
models that merge classifiers with the same learning algorithm but introducing modifications in the training data 
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set. A set of classifiers is constructed from the training data which will predict the class of previously unseen 
records by aggregating predictions made by multiple classifiers [6]. It can be performed in two ways Bagging 
and Boosting. Bagging [3] stands for Bootstrap Aggregating where equally weighted predictions from multiple 
models are combined. It exploits the instability in learning schemes. In Bagging approach several independent 
training sets are collected and a classifier is build from each training set e.g. learn decision tree [7]  from each 
training set. The class of a test instance is the prediction that received most votes from all the classifiers. In 
Boosting [4], multiple data mining methods are combined using weighted voting. Boosting is an iterative model. 
Each new model is built to overcome the deficiencies in the earlier models. Whereas the hybrid methods such as 
Stacking [9] [16] is applied to models of different types and a metalearner is used to combine the different base 
learners. 
 

The time factor can be included as a form of a function in any of these models which could be baseline 
predictors [1], Jaccard distance, Euclidean distance or by using the implicit feedback. 

 
The multiclassifiers can be used to handle the dynamics of web data and has many uses in web usage mining, 

text mining, personalisation [11] of the recommender system and web page mining 

III. LITERATURE REVIEW 

A. Multiclassifier Algorithms 

 
The multiclassifiers are the result of combining several individual classifiers. The methods for building  

multiclassifiers [17] are divided in two groups: ensemble and hybrid methods. The first methods, such as 
Bagging [3] and Boosting [4], induce models that merge classifiers with the same learning algorithm, but 
introducing modifications in the training data set. The second type methods, such as Stacking [16], create new 
hybrid learning techniques from different base learning algorithms. The architectures and main methods of 
multiclassifiers were described in an another  study.[11] 
 

Another work by Mangai UG, et al [12] gives a layout of the various techniques that are applied for the 
combination of the classifier algorithm to form the multiclasssifer. The  classifier combinations are the results of 
two parallel lines of study (i)  decision optimization method in which an  attempt is made to find an optimal 
combination of classifiersis made to find an optimal combination of classifiers, decision [19], given a fixed set 
of carefully designed and highly specialized classifiers. (ii) coverage optimization  method – generate a set of 
mutually complementary, generic classifiers that can be combined to achieve optimal accuracy assuming a fixed 
combination rule.  
 

The multiple classifier system can be achieved in one of the following ways :-  
 
 Variation of initial parameters of the classifiers: a set of classifiers can be created by verifying the 

initial parameters, using which each classifiers is trained with the same training data.  

 Variations of the training dataset of the classifiers: multiclass systems can be built by training the same 
classifiers with different training datasets.  

 Variations in the number of individual classifiers used: training different types of classifiers like SVM, 
ANN, etc., with the same training dataset. 

When combining various classifiers to obtain a multiclassifier, a new approach was proposed in [14] as an 
algorithm was developed which firstly applies bagging method to create some feature subsets. Secondly using 
principal component analysis of feature extraction method on each feature subsets and select classifiers with the 
classification accuracy. Then apply the classifier diversity measure to select diversity classifiers for their 
combination. 
 

Work by Kittler [15] develops a common theoretical framework for combining classifiers which use distinct 
pattern representations and show that many existing schemes can be considered as special cases of compound 
classification where all the pattern representations are used jointly to make a decision. An experimental 
comparison of various classifier combination schemes is also given that  demonstrate the combination rule 
developed under the most restrictive assumptions, the sum rule, outperforms other classifier combinations 
schemes. 
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Associative classification and the combination strategy for multiclass classification: Classification is an 
important management task. Many methods such as the agent-based approach, decision tree, and data 
envelopment analysis have been proposed to solve the decision analysis problems in various fields. Associative 
classification is a relatively new classification method whose aim is to apply the Apriori algorithm to mine 
association rules and construct associative classifiers. Rule mining will find the associations between attributes 
(rule preconditions) and ratings (results). In associative classification, the support degree is defined as the ratio 
of the number of objects satisfying a specific rule precondition and having a specific rating result over the total 
number of objects in the database.[10] 

B. Time factor 

 
Work by Lathia, N. et al [8] gives an outline of a method of how to depict user-similarity over time. In order 

to incorporate time factor, the user rating is sorted according to when they were input and then simulate a 
system that iteratively updates (every µ days). Beginning at time (t=ε) all ratings before ε are used to train the 
algorithm and test on all ratings input before the next update, at time (ε+µ). This process is repeated for each 
time t, incrementing by µ at each step. At each step, what was previously tested on becomes incorporated into 
the training set and simulated on the system. 
 

Time-changing baseline predictors was given by Koren, Y [7] in which it is proposed to include the temporal 
variability within the baseline predictors through two major temporal effects. First is addressing the fact that an 
item’s popularity is changing over time. For example, movies can go in and out of popularity as triggered by 
external events such as the appearance of an actor in a new movie. This is manifested in our models by the fact 
that item bias bi will not be a constant but a function that changes over time. The second major temporal effect 
is related to user biases - users change their baseline ratings over time. For example, a user who tended to rate an 
average movie “4 stars”, may now rate such a movie “3 stars”, for various reasons explained earlier. Hence, in 
our models we would like to take the parameter bu as a function of time. This induces the following template for 
a time sensitive baseline predictor: 

 
bui(t) = μ + bu(t) + bi(t)  

 
The function bui(t) represents the baseline estimate for u’s rating of i at day t. Here, bu(t) and bi(t) are real valued 
functions that change over time. 
 

More work by Koren, Y., Bell, R., [13] which gives a more detailed approach of capturing temporal 
dynamics with the baseline predictors and also states more prediction rules. 
 

In another work by Lathia, N., [9] a new approach is proposed. They say that by minimizing the mean 
error produced when predicting hidden user ratings and also if we adopt an approach of adaptive 
neighbourhoods [20] then root mean square error is considered to be a criterion for including temporal factor.  
 

Another approach of implicit feedback is given by Lee, T.Q., Park, T., [6] which proposes to give the 
pseudo ratings matrix an entry ‘1’ as a rating value when a user u purchases. A Time-based Pseudo Rating 
Matrix is generated where two kinds of temporal information are incorporated - the time when the item was 
launched and the time when the user purchased an item - into the simple pseudo rating matrix. Two observations 
are taken: 
 

• More recent purchases better reflect a user’s current preference.  
 
• Recently launched items appeal more to users.  

 
Based on these observations, they define a rating function w that computes rating values (rather than simply 
assigning 1) as follows:  
 

w(pi, lj) = The rating value when an item with launch  time lj was purchased at time pi. 
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IV. CONCLUSION 

Combination of the individual classifiers to form an efficient multiclassifier algorithm is an important issue. 
Including a temporal variable in multiclassifier algorithm will be a requirement so as to ensure the accuracy and 
efficiency of the algorithm. 

Improving time and space complexities of algorithm is a problem that would continue to attract attention. 

The proper combination of the time functions and the classifier algorithms is an important issue and will provide 
a platform for enhancing the performance while handling the dynamics of web data.   
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