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Abstract— The effect of the din distribution on the 
error probability of the detection test is studied 
here that when a class of randomly rotated 
spherical Ridges is used. The detection test is 
performed by a focused correlation detector, and 
the spherical codes studied here form a 
randomized orthogonal constellation. The colluders 
create a din-free forgery by uniform averaging of 
their individual copies, and then add a din 
sequence to form the actual forgery. We derive the 
din distribution that maximizes the error 
probability of the detector under average and 
almost-sure distortion constraints. Moreover, we 
characterize the din distribution that minimizes the 
decoder’s error exponent under a large-deviations 
distortion constraint. Our Ridges form a 
randomized orthogonal code, where the 
randomization parameters are a rotation. The 
dinless forgery is obtained by uniform linear 
averaging of he colluders copies. The detector has 
access to the host signal and performs a binary 
hypothesis test to verify whether a user of interest 
is colluding. 

I. INTRODUCTION 

HE Internet has drastically 
changed our daily lives—specifically in terms of 
convenient access, storage, and transmission of 
digital data. At the same time, this ease of access 
has resulted in an increase in unauthorized use. 
As a result, music and film industries lose 
millions of dollars per year. Digital ridging is 
one of the digital rights management techniques 
developed to combat copyright infringement. 
Digital ridges deter illegal redistribution of 
digital content by providing each user with their 
own individually marked copy of the content. 
While these unique marks make it possible to 
trace an illegal copy to a traitor, they also enable 
a host of nefarious assault, called collusion 
assaults. A collusion assault refers to a strategy 
under which a group of users forge an illegal 
copy from their individualized legitimate copies. 
Furthermore, the colluders may corrupt their 
forged copy by adding din, which makes the task 

of the ridge identifier will be harder.  
For Ridges and signals defined over 

Euclidean spaces, the worst collusion channel 
subject to mean-squared distortion constraints 
was identified in the capacity analysis. The worst 
channel was the uniform linear averaging attack 
followed by scaling and addition of additive 
white Gaussian din. However, In the Ridgeing 
literature, the usual assumption has been that the 
colluders add white Gaussian din to a dinless 
forgery which they create by combining 
(“averaging”) their signals in a linear or 
nonlinear fashion. Under the fixed correlation 
identifier, that the uniform linear averaging 
strategy is the most damaging one in an error-
probability sense. 

The randomization parameter is a 
rotation. Three types of constraints are 
considered for the assaulter’s din: 
1) average-distortion constraint; 
2) almost-sure (a.s.) distortion constraint; 
3) large-deviations constraint. 
For all three versions of the problem, we derive 
the worst din and obtain a tight asymptotic 
expression for the worst-case detection error 
probability.  

The symbol E to denote mathematical 
expectation and  SO(N) the group of rotations on 
the N-sphere, and by  νunif the uniform 
probability measure over SO(N).  

 

II. PROPOSED SYSTEM 
 

We derive the din distribution that 
maximizes the error probability of the identifier 
under average and almost-sure distortion 
constraints. Moreover, we characterize the din 
distribution that minimizes the identifier’s error 
exponent under a large-deviations distortion 
constraint.  

 

III. PROBLEM STATEMENT 
 

This section defines the mathematical 
setup of the problem. 
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A. Ridge entrenching 
The host signal is a sequence S = 

(S(1),…,S(n)) in RN, viewed as deterministic but 
unknown to the colluders. Ridges are added to S, 
and marked copies of the signal are distributed 
among M users. Specifically, user m is assigned 
a marked copy 

Xm = S+Qm,              m € {1…M} 
where the Ridge Qm = {Qm\(1),…,Qm(N)} € RN 
Fig. 1 depicts the Ridge entrenching and the 
assault sculpts. The M length-N Ridges form an 
(N,M) Ridgeing code c = {Qm,1≤m≤M} . All 
codes considered are of randomly rotated 
spherical Ridges. First a deterministic prototype 
spherical code C0 is designed. Here, we consider 
the prototype C0 to be either an orthogonal, or a 
regular simplex code. The Ridge entrencher 
draws a random variable g uniformly distributed 
over SO(N) and rotates the prototype 
constellation C0  by g . While C0 is publicly 
known, g is a secret shared with the detector. 
Therefore, even though the attackers know  C0, 
they do not know their individual Ridges. This is 
a randomized Ridgeing code. The Ridges are 
obtained as Qm = √ NDƒPm and so  

 

||Xm - S||2 = || Qm || = NDƒ, for all m.  
 → (1)  

where Dƒ is the energy per sample for each Qm. 
 

 
Fig. 1. Ridging process, assault sculpts, and 

identifier focused on user m. 
 

B. Assault Sculpt 
 

The assault sculpt is modeled as the 
uniform average of the colluders’ marked 
signals, followed by addition of a din sequence E   

→ (2) 
 where  , the coalition, is the 
index set of the colluding users. We denote the 
size of coalition by К. The din sequence E is 

drawn independently {Xm, m € К} of from a 
probability distribution function (pdf) pE with 
zero mean. Therefore, the assault is completely 
defined by the pair {К, pE}.  

The mean-squared distortion of the 
forgery Y relative to the host signal S is given by 

E||Y-S||2 = NDc.            →   (3) 

Here, we fix a din strength parameter and 
consider three types of constraints on the 
attackers din   

1) average-distortion constraint: E[||E||2] ≤  
2)almost-sure distortion constraint are given as                                     

Pr [||E||2] > ] = 0 ; 
3) large-deviations constraint are given as                         

Pr [||E||2] > ] ≤ ℮-Nλ for some λ ≥ 0.  
 

 C. alert association identifier 
The identifier knows neither the number 

of colluders K nor the din pdf pE. It has access to 
the host signal S (nonblind detection) and 
subtracts it from the forgery Y to form the 
centered data Y - S.  

Ideally the detector must return the list 
of all colluders. However, this task proves to be 
too hard. Instead we introduce a detector 
structure that aims at determining whether a 
certain user’s mark is present in the forgery Y. it 
will be called as identifier focused, because it 
decides whether a particular user of interest is a 
colluder. Given that Ridging schemes are used as 
deterrents against illegal redistribution, catching 
one member of the coalition is often sufficient 
for this purpose.   

The focused identifier performs a binary 
hypothesis test that returns a guilty or not guilty 
verdict for the user it is focused on.  
 

D. Bayesian Error Probability 
 

For a given coalition K, attack A, and 
detection rule Qm, a natural cost function for the 
detector focused on user m is the error 
probability 

→ (4) 
where λ € [0,1]. The expression (4) corresponds 
to a Bayes risk. Moreover, minmax and 
Neyman–Pearson hypothesis testing correspond 
to a Bayes hypothesis testing for a certain choice 
of λ. we view the error probability as a function 
of the number of colluders K and the din 
distribution pE.  

Another simplification that arises for 
large N is that the influence of the priors 
vanishes. Thus, for convenience, it will be 
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consider equal priors. The Bayesian cost function 
(4) for the focused detector is then expressed as  

→   (5) 
 where PI and PII denote the  error probabilities 
for the focused detector. 

The corresponding error probability is 
denoted as the feasible set for pE depends on the 
constraint used. For fixed K and a sequence of 
orthogonal Ridges and din distributions indexed 
by N, we also define the error exponent 
corresponding to the worst-case din distribution 
as  

          →   (6) 
 

IV. RADIAL DIN 
We assume a randomly rotated 

spherical Ridge constellation and the average 
assault for the coalition to prove the best strategy 
for the Ridge entrenching is to rotate the Ridge 
constellation uniformly on the-sphere.Consider 
the following strategies for the Ridge entrencher 
and the colluders: 
1) The Ridge entrencher selects a   probability 
measure on the rotation group SO(N). The value 
of g is a secret shared with the identifier. 
2) The colluders select a probability measure νc 
on SO(N) and their din vector be E=g’E’. Hence 
E follows the rotation-averaged distribution. 
 

V. WORST-CASE DIN 
 

A. Worst-Case Din Under Average-Distortion 
Constraint. 
  Denote the set of all din pdfs satisfying 
the average-distortion constraint. Conditioned on 
R = r and given the threshold ι, the decision 
boundary Ω cuts a spherical cap away from the 
N-dimensional sphere of radius R=r. Fig. 2 
shows the decision boundary and the 
corresponding spherical cap. The half angle 
corresponding to the spherical cap is denoted by  
θ.  
The error probability, conditioned on R=r, is the 
normalized volume of the shaded spherical cap. 
 

B. Worst-Case Din Under Almost-Sure 
Distortion Constraint 
 

Under the almost-sure distortion, the 
support of PR is given by 

 

 
Fig. 2. Decision threshold ι and norm r of din 

vector E. 
  

    As was to be expected, the colluders 
can maximize the error probability of the 
identifier by concentrating their din power at the 
maximum radius allowed by the almost-sure 
constraint. 
 

C. Worst-Case Din Under Large-Deviations 
Constraint 
 

 We know that the colluders can launch 
a nefarious assault when they choose impulsive 
din. This was allowed because the assaulters are 
only limited by the average distortion constraint. 
The probability of a large distortion vector E is 
given by A = O(K2/N) and is thus fairly 
significant. The din pdf design problem when the 
assaulters are subject to the additional large-
deviations constraint on the magnitude of the din 
vector. For any λ > 0 we may thus say that 
Gaussian din is essentially the worst din, for K 
large enough.  
 

 VI. CONCLUSION 
 We first characterized the worst-case 
noise under an average-noise power constraint. 
Under the average-distortion model, the 
colluders are able to dramatically affect detector 
performance but at the expense of introducing a 
huge mean-squared distortion in their forgery. 
Here the colluders exploit a critical vulnerability 
of the system, that is, it was optimized relative to 
the mean-squared error criterion and not a 
perceptual criterion. Under the almost-sure 
distortion model, the colluders are absolutely 
precluded from introducing any large mean 
squared error distortion. This is particularly 
interesting because this attack has been widely 
assumed in multimedia fingerprinting practice, 
and so our results show that it is a good choice 
for the attackers. These performance fingerprints 
are drawn from a regular simplex prototype. 
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