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Abstract— Event-based social network analysis is an important task for monitoring the potential threats 
to the security of a nation and identifying various trends that are popular among the people. In this 
paper, we propose content-based tweets clustering and analysis method, which aims to cluster tweets 
based on the events represented by them. The proposed method starts with modeling tweets into a 
similarity graph (aka social network), in which each node represent a tweet and an edge connecting a 
node-pair represents the degree of similarity between the tweets represented by them. For social graph 
generation, each node is represented as a feature vector which is generated using Latent Dirichlet 
Allocation (LDA) from the respective tweet and edge weight is determined as the similarity between the 
nodes. Finally, the generated social graph is partitioned into a number of clusters (sub-graphs) using 
Markov Clustering (MCL) algorithm, where each sub-graph represent an event. We have generated a 
data set of 5000 tweets related to four different events – Uri attacks, Delhi assembly election, Union budget 
2015, and Israel-Gaza conflict to evaluate the proposed method. The experimental results are 
encouraging, showing high accuracy in grouping tweets based on their contents. We have also performed 
a comparative analysis of the Cosine similarity and Euclidean distance based similarity graph generation, 
and it is found that the Cosine similarity yields better results than the Euclidian distance measure. 

Keywords- Twitter data analysis; Similarity graph generation; Key term extraction; Graph clustering; Event 
classification. 

I.  INTRODUCTION 

The recent advancements in Web technologies has motivated young generations to use online social networks 
like Facebook, Twitter, Instagram, Tumbler etc.  They use the online social network for various purposes, 
including updating of events and sharing of the new and useful information. As a result, presently online social 
network becomes a powerful tool among internet users to share their views with other internet users. One of the 
fastest-growing online social media is Twitter. It is a popular social media website which allows users to share 
their views in the form of tweets that is a short message up to 140 characters long.   Recently the Twitter extended 
its message length from 140 characters to 280 characters. Besides tweeting a short message, Twitter is also used 
for marketing, election campaign, and for spreading news. In addition to these, it is also used by the social media 
users to express their opinions on important social and political issues occurred around their locality or world. 
Tweet analysis for detecting emerging issues and trends are considerable interest to various stakeholders, 
including private companies, security agencies, and governments. 

The tweet analysis is a technically challenging task, due to its unstructured nature and use of the informal 
natural languages. There are millions of tweets on a number of topics are generated every day by a large number 
of users. The grouping of the tweets on the basis of topics or events is a ground challenging task in analyzing 
Twitter data. A real life event may be conceptualized using key terms which are embedded in the tweets. For 
example, “Uri attacks” event can be conceptualized using the key terms attack, terrorist, solders, uri etc., whereas 
vote, election, political-party, etc. can be used to conceptualize the “Delhi assembly election” event.  

In this paper, we use the graph model to analyze Twitter data using the similarity graph generation followed 
by clustering of these similarity graph. Tweets are cleaned and then tokenized using NLP techniques to generate 
candidate terms and these candidate keys are ranked using Latent Dirichlet Allocation (LDA) method to get top 
ranked key terms which are used to convert each tweet into a feature vector. Thereafter, Cosine similarity and 
Euclidian distance methods are used to generate similarity graph of the underline tweets. Finally, the similarity 
graph is clustered using MCL algorithm to partition it into a number of sub-graphs (cluster), each sub-graph 
represent a set of tweets related to a particular event. This paper is a substantially extended version of one of our 
previous works [1]. In this paper, in addition to presenting the proposed tweets analysis method in a broader 
perspective, we have presented a comparative analysis of the Cosine similarity and Euclidian distance measures 
in social graph generation and event identification. 
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The remaining part of the paper is organized as follows. Section 2 presents a brief review of the twitter data 
analysis techniques. In section 3 we presented the basis of mathematics used in similarity graph generation. The 
proposed tweets clustering method is presented in sections 4. The experimentally evaluation of the proposed 
method is presented in section 5. Finally, section 6 concludes the paper with future directions of work. 

II. RELATED WORKS 

Twitter is a popular social media website among Internet users. Millions of messages, on different topics, are 
posted by a large numbers of users daily on this social media website. In case of Twitter, these message is called 
tweet. The authors of these tweets share their opinions on real life events and discuss different issues of the 
society. Recently, a large number of literatures have proposed methods to analyze social network data, 
especially the Twitter data, for various purposes [2, 3, 4, 5, 6, 7]. In [8], the authors used the predictive power of 
social media data to identify the conflicting in US election 2010 using sentiment analysis methods.  Cheong and 
Lee [9] used the Self Organizing Map (SOM) to identify interesting pattern in Iran election 2009. Akcora et al. 
[10] developed a tool for internet users to view the important news stories and search the article of their interest 
on the Web. In [11], the authors proposed a method that may be used in stock market prediction. In [12], the 
authors assessed whether there are an association between popular events and sentiment strength. 

The influence tracking on the social media is another important task. This may be used in some real 
applications like marketing of the online products, country election, as influential users may change the mind of 
large number of users as they play an important role in the society. Cha et al. [13] analyzed the social network 
graph using structural features like in-degree of vertices, re-tweets, and user mentions. Their method helps in 
influence tracking dynamically across topic and time.  Willis et al. [14] uses ageing factor analysis of the tweets 
and response types to determine the influence of their individual tweets. They reported that BBC corporate 
account @BBCSport play important role in key actor analysis that is used in influential tracking. 

Another important research area in Twitter data mining is opinion mining and sentiment analysis. In [15] 
Pak and Paroubek, proposed a system to get the sentiment of a tweet using linguistic analysis. In [16], the 
authors proposed multi-nominal naive Bayes classifier which assigns positive or negative sentiment class value 
to tweets. They compared a number of classifiers and reported that their algorithm outperforms the other 
approaches. Spencer and Uchyigit [17] developed a sentiment analysis tool for tweeter data that classify the 
tweets into three classes - positive, negative, and objective class. Go et al. [18] proposed a system for sentiment 
classification on Twitter data. At the place of explicit rating such as star rating, they use the emoticons :) and :( 
for indentifying the positive and negative tweets.  Due to binary classification and non-consideration of 
objective text this system is highly limited. They reported that the best result classification of tweets is achieved 
by using unigrams and bigrams in combined.  

The event identification is another key research area in the field of Social media data mining. Becker et al. 
[19] proposed a framework to identify an event in a set of social media documents. They produced high quality 
clusters of similar social media documents using object similarity metric approach. They reported that their 
technique, which used similarity metric, gives better performance over traditional document clustering 
approaches that consider only text-based similarity. In [20], the authors presented a method for real-time events 
identification. This method used the tweets content like key terms and their context, and number of such key 
terms for detecting earthquake event. In [21], the authors developed a binary classifier that classifies the tweets 
into sets of event tweets and non-event tweets. For classification of tweets, they have used social, temporal, and 
topical features of the tweets along with the some of the Twitter-centric features. In contrast to classification of 
tweets, in this paper we consider content-based tweets analysis as a clustering problem which partition the set of 
tweets into a number of clusters based on number of events are described by them. A detailed review of the 
state-of-the arts in social network mining and its applications is presented in [22]. 

III. PRELIMINARIES FOR SIMILARITY GRAPH GENERATION 

In this section, we present the mathematical basis for similarity graph generation. Started with the basic 
concept of inner product and vector norm, the cosine similarity and Euclidian distance based similarity is 
presented in subsequent subsections. 

A. Inner Product and Vector Norms 

Inner product (aka dot product) of vector u and v is denoted by <u, v> is a scalar quantity. The inner product 
of n-dimensional vectors u = (u1, u2, …, un)T and v = (v1, v2, …, vn)T in vector space Rn is defined using equation 
1 [23].  
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The vector norm of an n-dimensional vector u in vector space Rn is a function that assign a non negative real 
number to the vector. The inner product of vector with itself gives square of the vector norm, but every vector 
norm is not determined using inner product [23]. The vector norm of an n-dimensional vector u = (u1, u2, …, 

un)T  is denoted by u and can be define using equation 2. 

uuu ,  (2) 

There are a number of vector norms but most popular vector norms are L1-norm (aka Manhattan norm) and 
L2-norm (aka Euclidean norm) [24]. The L1-norm of vector u is obtained by adding the absolute value of its 
components and defined using equation 3. Whereas, L2-norm of vector u is positive square root of the sum of 
square of its components and is defined using equation 4. The Euclidian norm of a vector u gives the length of 
the vector. 
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B. Cosine Similarity 

Let vector u = (u1, u2, …, un)T and v = (v1, v2, …, vn)T  are two n-dimensional vectors in vector space Rn, then 
cosine similarity between these two vectors should be a real number between -1 and 1 is the cosine of angle 
between these two vectors and calculated using equation 5. Since in our case, the value of each tweet vector 
components should be either 0 or 1 so the cosine similarity value between each tweet-pair should be in range 
from 0 to 1. 
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C.  Euclidian Distance Similarity 

Let vector u = (u1, u2, …, un)T and v = (v1, v2, …, vn)T  are two n-dimensional vectors in vector space Rn, then 
Euclidian distance between these two vectors should be L2-norm of vector (u-v) and is denoted by ),( vu  and 
defined using equation 6. The Euclidian distance between these two vectors should be a real number between 0 
and ∞. Since in our case, each tweet vector is a binary vector so the Euclidian distance value between each 

tweet-pair should be in range from 0 to n . The smaller the distance shows both vectors are more similar and 
its larger value shows that both are most dissimilar. Equation 7 may be used get the similarity value between 
two tweet vectors using Euclidian distance method. Its value should be always between 0 and 1. 
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IV. PROPOSED TWEETS CLUSTERING AND ANALYSIS METHOD 

This section presents the functional details of different modules of our proposed tweets clustering and analysis 
method. The aim of proposed method is to partition the set of tweets into a number of clusters that represents 
various events. The functional detail of the various working modules of our proposed method is presented in 
figure 1. It starts by creating data set of tweets at local machine using tweet crawling module. The aim of features 
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vector generation module is to convert each tweet into a binary vector which is used in similarity graph 
generation. Finally, with the help of similarity graph generation and graph clustering module we generate the 
similarity graph of the tweets and then cluster it using Markov clustering (MCL) graph clustering algorithm to 
partition it into a number of clusters, where each cluster represent a particular event. Following sub-section 
present the functional details of these modules. 

 

Figure 1.  Functioning details of the proposed method 

A. Tweet Crawling 

In order to analyze the tweets, it is needed to create a data set of tweets on local machine. For this purpose, 
we have written a Java program using Twitter API to download the tweets from the Twitter. Our program 
downloads the various tweets and user related information along with tweet itself and stores them in a structured 
database table on local machine.  

B. Feature Vector Generation 

In order to generate the feature vectors corresponding to each tweet, first we have to clean the tweets by 
filtering the unwanted tokens like punctuation symbols, emoticons, special symbols, URLs etc. Thereafter, we 
convert each tweet into bag-of-words using 1-gram generation method. A word of more than two characters is 
valid if it is neither contains special characters nor is a stop-word, called candidate term. 

To rank the candidate terms, we have used LDA technique. LDA is a probabilistic model used to determine 
latent topics from a document [25]. The input file for LDA is created as paragraphs of bag of words of candidate 
terms of tweets and first line of this file represent the number of paragraphs.     

We have used JGibbLDA1 for execution of LDA that generate Θ and Φ matrices, which is used to score the 
candidate terms. At the time of execution JGibbLDA, we have used the 0.1 and 0.5 values for parameters α and 
β respectively and q=100 for number of topic.  The score of each candidate term are calculated using equations 
8 and 9, where k is the number of paragraphs and |s[l]| is the total candidate terms in the lth paragraph. After 
ranking candidate term, we take top-n key terms for feature vector generation process. In [26], we had presented 
details of our key terms (aka key phrases) identification process. 
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Thereafter, we convert each tweet into an n-dimensional binary feature vector, who’s each element should be 
either 0 or 1 depending upon absent and presence of corresponding key terms in the tweet.  

                                                           
1http://jgibblda.sourceforge.net/ 
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C. Similarity Graph Generation and Graph Clustering 

The feature vectors corresponding to tweets are used to generate similarity graph (aka social network). In 
this graph each tweets are represent by nodes and weighted undirected edge between each node-pair is generated 
by calculating the similarity value between them. Between a node-pair an undirected weighted edge exist if 
corresponding similarity value is a positive quantity. The similarity value between each node-pair is calculated 
using cosine and Euclidian distance function.  

The cosine similarity value between a node-pair is calculated using equation 5. The algorithm 1 presents a 
formal way to generate the similarity graph using cosine similarity. The generated similarity graph should be 
undirected graph; therefore corresponding weighted adjacency matrix should be symmetric. Since cosine 
similarity of a vector with itself is 1 therefore every node of the corresponding similarity graph has a self loop. 

Algorithm 1: generateSimilarityGraphusingCosineSimilarity(V, m, n): Similarity graph generation using 
cosine similarity. 

Inputs: 2D array V of order m x n its ith row represent the feature vector of ith tweet in n dimensional vector 
space; m number of tweets, n number of features (key terms) of feature vectors of tweets. 

Output: 2D array W of order m x m stores the similarity graph as weighted adjacency matrix. 
1. genegateSimilarityGraphusingCosineSimilarity(V[][], m, n){ 

2.       For i = 1 to m do{ 

3.          For k = 1 to n do{   

4.             A[k] = V[i][k];    //A is the feature vector of tweet-i   

5.          } 

6.         For j = 1 to m do{  

7.             If(i > j) then{ //W is symmetric matrix, ∴ Wij=Wji 

8.                W[i][j] = W[j][i];     

9.             } 

10.            Else if( i == j) then{ //Wii=1 

11.               W[i][i] = 1.0;      

12.            } 

13.            Else{//calculate the cosine similarity between Vi & Vj 

14.               For k = 1 to n do{   

15.                    B[k] = V[j][k];       //B is the feature vector of the tweet-j  

16.                } 

17.            W[i][j] = cosine(A, B); //using equation (5) 

18.          } 

19.       }  

20.  } 

21.  Return W; 

22. } 

To get the similarity graph using Euclidian distance method, first we calculate the distance between each 
node-pair using equation 6. Since in our case, each tweet vector is an n-dimensional binary vector so the 

Euclidian distance value between each node-pair should in range from 0 to n . Thereafter, we get the similarity 
value using Euclidian distance method between a node-pair using equation 7. The algorithm 2 presents a formal 
way to generate the similarity graph, of given set of tweets, using Euclidian distance method. It is also an 
undirected weighted graph, with each vertex having self loop. It is clear that Euclidian distance based similarity 

e-ISSN : 0975-3397 
p-ISSN : 2229-5631 Jahiruddin / International Journal on Computer Science and Engineering (IJCSE)

DOI: 10.21817/ijcse/2018/v10i1/181001024 Vol. 10 No.1 Jan 2018 25



graph generating algorithm take more execution time and memory space in comparisons to cosine similarity 
based similarity graph generation. 

Algorithm 2: generateSimilarityGraphusingOnEuclidianDistance(V, m, n): Similarity graph 
generation using Euclidian distance based similarity. 

Inputs: 2D array V of order m x n its ith row represent the feature vector of ith tweet in n dimensional 
vector space; m number of tweets, n number of features (key terms) of feature vectors of 
tweets. 

Output: 2D array W of order m x m stores the similarity graph as weighted adjacency matrix. 

1. genegateSimilarityGraphusingEuclidianDistance(V[][], m, n){ 

2.    For i = 1 to m do{ 

3.       For k = 1 to n do{  

4.          A[k] = V[i][k];      //A is the feature vector tweet-i  

5.       } 

6.       For j = i+1 to m do{  

7.            For k = 1 to n do{  

8.                  B[k] = V[j][k]; //B is the feature vector of the tweet-j     

9.            } 

10.           d[i][j] = ∆(A, B); //using equation (6) 

11.        } 

12.     } 

13.    For i = 1 to m do{ //calculating similarity using Euclidian distance 

14.       For j = 1 to m do { 

15.          If(i > j) then { //W is symmetric matrix, ∴ Wij=Wji 

16.             W[i][j] = W[j][i]; 

17.          }Else if(i == j) then{ //Wii=1 

18.            W[i][j] = 1; 

19.          }Else{   

20.                 W[i][j] = 1 – (d[i][j] / n ); //using equation 7 

21.           } 

22.       } 

23.    } 

24.    Return W; 

25. } 

Once the similarity graph is generated for a tweet data set, MCL is used to partition the similarity graph into 
a number of directed sub-graphs (clusters), where each sub-graph represents a particular event. Each sub-graph 
in the partitioned graph has an attractor and other nodes belong to that sub-graph is attracted by it. The MCL 
algorithm is an iterative algorithm that partitions the graph using matrix expansion and inflation steps [27]. The 
MCL does not need the value of k (number of clusters); it requires inflation parameter r whose value should be 
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greater than 1. For less number of sub-graphs of larger size we take small value of r, whereas a large value of r 
results more sub-graphs of smaller sizes.  

V. EXPERIMENTAL SETUP AND RESULTS 

In this section, we present evaluation results of our proposed tweet clustering and analysis method. For 
experimental evaluation purpose, we have created a data set of 5000 tweets by downloading tweets related to 
four different events - Uri attacks, Delhi assembly election, Union budget 2015, and Israel-Gaza conflict. Table 
1 present the statistics about this tweet data set. Each tweet of this data set is converted into a 136-dimensional 
binary feature vector, for which we have taken top-136 key terms, as shown in Table 2. Next we generate the 
social network graph as a similarity graph using cosine similarity and Euclidian distance based similarity. In 
similarity graph generation process, we calculate the similarity between each pair of tweets based on their 
feature vectors. 

TABLE I.  TWEET DATA SET STATISTICS 

Tweet 
Category 

Tweets’ Information Authors’ Information 
No. of 
tweets 

Avg. no. of 
hashtags 

Avg. no. of 
URLs 

Avg. no. of 
mentions 

Avg. no. of 
followers 

Avg. no. of 
friends 

Avg. no. of 
tweets 

Uri Attacks 1900 1.51 0.51 0.75 1595.73 735.45 28989.23
Delhi 

Assembly 
Election 

900 0.29 0.48 1.02 2532.47 585.96 28513.22 

Union 
Budget 2015 

700 0.97 0.69 0.84 1485.59 968.85 27122.11 

Israel-Gaza 
Conflict 

1500 1.31 0.36 0.89 1912.41 1112.84 17596.53 

Total 5000 1.15 0.48 0.85 1843.93 854.43 25224.34 

Finally, social similarity graph is clustered using Markov CLustering (MCL) graph clustering algorithm. 
MCL is applied on the similarity graph generated by cosine similarity as well as Euclidian distance methods for 
values of r, ranging from 1.5 to 50.0, and finally 4.5 is considered as the optimal one for cosine similarity graph, 
as shown in Figure 3 the evaluation result of clustering for similarity graph generated by cosine similarity 
method. The clustered tweets graph on similarity graph generated by cosine similarity at r = 4 .5 is shown in 
Figure 2, in which blue v-shapes, purple circles, green triangles, and red squares are used to represent Uri 
Attacks, Delhi assembly election, union budget 2015, and Israel-Gaza conflict events respectively. It is examine 
from this figure that besides four bigger sub-graphs each corresponding to an event, there are some isolated 
nodes. On manual analysis of content of the tweets corresponding to these isolated nodes, we gets that it does 
not have enough content to represent the events under consideration and they can be considered as outliers. 

TABLE II.  TOP 136 KEY TERMS AND THEIR RANK SCORES 

Key term Rank 
score 

Key term Rank 
score 

Key term Rank 
score 

Key term Rank 
score 

uriattacks 1224.38 fatwa 59.87 Mother 31.27 military 22.51
palestine 537.55 blame 59.19 Kiski 31.13 arun 22.04
unitedagainstpak 460.38 free 57.61 World 30.90 finance 22.04
gaza 433.01 stop 54.56 Illegal 30.14 tax 21.45
israel 360.53 election 53.71 President 30.14 budget2015 21.45
whereisrss 338.46 reasons 53.71 Respect 29.69 injured 20.98
delhi 293.20 uripayback 52.65 Watch 28.90 anti 20.98
budget 277.73 hammas 52.27 Pray 28.61 vajpayee 20.98
aap 254.20 people 52.27 Minister 28.51 banks 20.22
pakistan 233.16 nation 51.86 Grand 28.11 financing 20.22
india 195.95 conflict 50.74 Results 27.71 boycott 20.19
union 186.04 introspect 48.92 Afghanistan 26.52 terrorism 20.19
actagainstpak 171.41 pay 47.11 Victory 26.34 terror 20.19
kejriwal 170.04 army 46.32 Uphold 26.32 afford 20.19
urimartyrs 144.49 war 46.16 Corporate 26.32 mrsgandhi 19.40
israeli 143.07 civilians 45.40 Responsibility 26.32 serious 19.40
maunmodisarkar 142.90 occupation 45.40 Syria 26.32 industry 19.10
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wakeupmodi 127.07 uri 44.73 Terrorists 25.56 death 17.93
hamas 120.94 terrorstatepak 43.94 Chief 24.98 protest 17.93
bjp 115.98 soldier 43.15 Sarkar 24.98 dies 17.81
terrorist 111.24 human 43.11 Post 24.94 innocent 17.17
modi 97.78 action 42.36 Killing 24.94 speech 17.02
palestinian 91.94 un 40.06 Bastards 24.94 proud 17.02
bedi 88.61 pm 39.98 Support 24.80 ashamed 17.02
kiran 85.19 arvindkejriwal 37.29 Freedom 24.15 govt 16.76
soldiers 78.78 polls 37.29 Fighters 24.15 rail 16.75
unionbudget2015 77.29 attack 35.23 Dead 24.04 kids 16.40
gazaunderattack 72.87 peace 34.72 Media 24.04 protect 16.40
martyr 70.86 hospital 33.95 Netanyahu 24.04 nationalism 16.23
arvind 68.77 kill 33.95 Russia 23.36 nawazsharif 16.23
dilli 67.40 freepalestine 33.19 Pmoindia 23.36 jaitley 16.16
killed 63.71 jews 33.19 Israelpalestine 23.27 secretary 16.08
loss 61.24 homage 32.86 Keeping 22.56 superbudget 15.58
children 59.90 rockets 31.67 Appeal 22.56 won 15.40

We have evaluated the proposed method in term of FP and FB, where FP is the harmonic mean of purity and 
inverse purity, and FB is the harmonic mean of B-cubed precision and B-cubed recall.  

Purity: The purity evaluation metric is defined using equation 10, where Ci is a sub-graph contains ith node 
(tweet) in partitioned graph, Lj is the actual sub-graph for jth node (tweet), and n is the size of data set. 

 jii

i LCecision
n

C
purity ,Prmax   (10) 

Inverse Purity: The inverse purity evaluation metric is defined using equation 11, where Ci is a sub-graph 
contains ith node (tweet) in partitioned graph, Lj is the actual sub-graph for jth node (tweet), and n is the size of 
data set. 
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B-Cubed Precision: The B-cubed precison is defined as average of precision of individual nodes. The 
precision of ith node is calculated using equation 12, where Ci is a sub-graph contains ith node (tweet) in 
partitioned graph, Li is the actual sub-graph for ith node (tweet). 

i
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B-Cubed Recall: The B-cubed recall is defined as average of recall of individual nodes. The recall of ith node 
is calculated using equation 13, where Ci is a sub-graph contains ith node (tweet) in partitioned graph, Li is the 
actual sub-graph for ith node (tweet). 

i

ii

L

LC
irecall


)(  (13) 

For evaluation purpose, we have labelled each nodes of the partitioned graph as “UA”, “DE”, “UB”, and 
“G” which are corresponding to tweets “Uri Attacks”, “ Delhi assembly election”, “union budget 2015”, and 
“Israel-Gaza conflict” respectively. To get the evaluation metric for partitioned graph, we have written a Java 
program that takes the name of file containing the partitioned graph and number of total sub-graphs as input and 
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generate evaluation metric values as output. Table 3 present the evaluation result for clustering on similarity 
graph generated by cosine similarity and Euclidian distance based similarity, for different inflation parameter r. 
Figure 3 is a graphical form of the evaluation results shown in Table 3. It is determined from these table and 
figure that the values of both FP and FB parameters is highest for r =4 .5 for clustering using MCL algorithm on 
similarity graph generated by cosine similarity method. The MCL graph clustering algorithm generate only one 
cluster for different value of inflation parameter r range from 1.5 to 90 on similarity graph generated by 
Euclidian distance based similarity. Therefore, the FP and FB in this case is constant and much lower than that 
are for cosine similarity graph. This study show that for analysis of tweets, the cosine similarity techniques is 
significant and Euclidian distance based similarity graph is not suitable. 

 

 

Figure 2.  Clustered tweets graph using MCL with r=4.5 on cosine similarity graph 

TABLE III.  EVALUATION RESULT OF THE CLUSTERED GRAPH FOR DIFFERENT R VALUES 

r 
No. of 

connected 
components 

No. of 
nodes 

No. of 
isolated 
nodes 

Purity 
Inverse 
Purity 

FP 
Average 
B-Cube 

precision 

Average 
B-Cube 
recall 

FB 

Similarity Graph using Cosine Similarity 
1.5 60 5000 59 0.3918 0.9882 0.5611 0.2972 0.9767 0.4558
2.5 66 5000 61 0.6644 0.9584 0.7848 0.5549 0.9227 0.6930
3.5 69 5000 61 0.7742 0.8912 0.8286 0.6697 0.8431 0.7464
4.5 73 5000 62 0.9134 0.8880 0.9005 0.8469 0.8162 0.8313 
5.2 75 5000 64 0.9228 0.8616 0.8912 0.8616 0.7717 0.8142
5.5 75 5000 64 0.9254 0.8546 0.8886 0.8656 0.7624 0.8108
6.5 80 5000 68 0.9326 0.8458 0.8871 0.8775 0.7493 0.8083
7.0 81 5000 68 0.9346 0.8240 0.8758 0.8807 0.7227 0.7939

10.0 86 5000 69 0.9490 0.7784 0.8553 0.9049 0.6858 0.7803
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20.0 92 5000 69 0.9564 0.6738 0.7906 0.9179 0.5902 0.7184
30.0 104 5000 72 0.9584 0.6170 0.7507 0.9216 0.5251 0.6691
50.0 114 5000 73 0.9680 0.5520 0.7031 0.9432 0.4199 0.5811

Similarity Graph using Euclidian Distance Similarity 
1.5 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
2.5 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
3.5 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
4.5 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
5.2 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
5.5 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
6.5 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
7.0 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453

10.0 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
20.0 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
30.0 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
50.0 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453
90.0 1 5000 0 0.3800 1.0000 0.5507 0.2864 1.0000 0.4453

 

Figure 3.  Visualization of FP and FB measures for different inflammation parameter (r) values 

VI. CONCLUSION 

In this paper, we have presented a content-based tweets analysis method to identify various kind of events 
discussed over Twitter. We have used LDA to identify key terms from tweets and represent them as a feature 
vector for social graph generation. Thereafter, a graph-based algorithm, MCL, is applied which performs a 
random walk over the social graph to identify dense regions, i.e., clusters. We have also presented a comparative 
analysis of Cosine similarity and Euclidean distance measures to see their roles in social graph generation and 
cluster identification. It can be observed from Figure 3 that Cosine similarity performs better than Euclidean 
distance measure in terms of both FP and FB measures for all values of the inflammation parameter (r). Another 
observation which can be made from Figure 3 is that the values of FP and FB measures are constant in case of 
Euclidean distance for all values of r, whereas, in case of Cosine similarity measure, the values of FP and FB 
measures are increasing with increasing value of r until r = 4.5 at which the actual number of clusters are 
obtained, thereafter it starts decreasing when clusters start splitting into smaller clusters due to larger r values. 
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On the other hand, after analyzing the functioning details of the Markov Clustering, it is found that the number 
of clusters to be identified by the Markov Clustering is determined by the value of the inflation parameter (r), 
i.e., number of clusters are less for smaller value of r, and more for the larger values of r. Hence, the Cosine 
similarity measure is able to mimic the true functioning of the Markov Clustering. As a result, it can be 
concluded that Cosine similarity seems more effective in comparison to the Euclidean distance to capture and 
model the underlying social structure of the given data set. Working towards a hybrid approach, exploiting both 
content-based and structural features of data sets for event identification seems one of the promising future 
directions of research. 
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