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Abstract—Breast cancer has become a prominent threat, leading to woman mortality. Early detection is 
the best solution to combat this mortality. Digital mammography is the most reliable technique for 
screening breast cancer due to its simplicity, portability and cost effectiveness. To achieve, higher 
accuracy rates in the detection of breast cancer, various clinical decision support systems have been 
designed in the recent years. These computer assisted diagnostic systems consist of four sequential stages 
namely preprocessing, segmentation, feature extraction and classification. This article is aimed at 
presenting a review on the recent literature reported on the image segmentation and feature extraction 
techniques in the domain of digital mammogram analysis. 
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I.  INTRODUCTION

Breast cancer has become a prominent threat, leading to woman mortality. Early detection is the best solution 
to combat this mortality. Digital mammography is the most reliable technique for screening breast cancer due to 
its simplicity, portability and cost effectiveness. To achieve, higher accuracy rates in the detection of breast 
cancer, various clinical decision support systems have been designed in the recent years. These computer assisted 
diagnostic systems consist of four sequential stages namely preprocessing, segmentation, feature extraction and 
classification. This article is aimed at presenting a review on the recent literature reported on the image 
segmentation and feature extraction techniques in the domain of digital mammogram analysis. 

II. SEGMENTATION / FEATURE EXTRACTION TECHNIQUES

Ireaneus Anna Rejani et al. [2009] presented an algorithm with an objective to assist the radiologists for the 
early detection of breast cancer. This method is a combination of image negative, thresholding and segmentation, 
using which the abnormalities in mammograms are detected. The algorithm is tested on Mammographic Image 
Analysis Society (MIAS) dataset. Zaheeruddin et al. [2012] devised a mean-based region-growing segmentation 
(MRGS) method that automatically selects the seed pixel and optimal threshold value. The process of 
segmentation is reported to be fast and accurate in culling out the breast masses in mammograms.  

Shanmugavadivu and Lakshmi Narayanan [2013] proposed a mass segmentation strategy in which the seed 
pixel selection is guided by automatic selection of threshold.  Moumena Al-Bayati et al. [2013] applied valley 
emphasis method, Neighborhood valley emphasis method, thresholding based on variance intensity contrast and 
Variance Discrepancy for mammogram image segmentation.  The method proposed by them is an extension of 
Otsu method which is proved to be the most effective method to carry out segmentation, with respect to shape 
measures and uniformity.  

Vennila et al. [2014] developed a segmentation method, using region-growing and Otsu threshold. The 
segmentation is preceded by morphological preprocessing to suppress the artifacts and pectoral muscle. 
Shanmugavadivu and Sivakumar [2014] proposed a new approach based on the principle of fractal thresholding 
which is proved to be efficient in segmenting the masses from background tissues based on their roughness 
texture.  

Another novel abnormal mass segmentation method for digital mammograms devised by Shanmugavadivu 
and Sivakumar [2014], combines the potential of Fractal Hurst based modified Sobel edge detection with fractal 
dimension. This method could trace the contour of the masses effectively than the ones identified by traditional 
Sobel method. Shrasthta Chauhan et al. [2014], compared the existing methods for automatic detection of brain 
tumour through Magnetic Resonance Image (MRI) using Histogram Thresholding and Artificial Neural Network 
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(ANN) and summarized the performance of the proposed methods. These methods find their application in the 
detection of contour and geometrical dimension of the masses. A modified ANN by the authors uses quantization 
for image analysis.  

Hadeel N. Abdullah et al. [2015] have carried out feature extraction for medical images using multi-stage 
process, which includes image preprocessing by median filtering and segmentation by threshold and watershed 
algorithm. Shanmugavadivu and Lakshmi Narayanan [2013] proposed an enhancement technique in order to 
distinguish the mass regions from the background, in digital mammograms.  The statistical methods in association 
with neighbourhood property, as proposed in the article, are applied to segment the abnormal region. The 
obtained results are found to comply with ground truth realities.  

Anuj Kumar Singh et al. [2015] implemented a computer aided scheme for the detection and segmentation of 
mass region in digital mammograms using the primitive image processing techniques, namely averaging and 
thresholding, along with Max-Mean and Least-Variance techniques. Inam ul Islam Wani et al. [2014] reviewed 
the digital mammogram enhancement techniques, to manipulate mammogram images, which are divided into 
four main categories viz., traditional, region-based, feature-based and fuzzy-based enhancement techniques. The 
mechanism of each of these methods is dealt in detail in comparison with a few competitive methods.  

Nassir Salman et al. [2006] formulated watershed and K-means clustering based segmentation technique, 
which comprises of new merging procedures with mean intensity that are applied to extract the boundary and 
segment the respective regions. The edge strength technique is employed to accurately trace the edges of images. 
Lamia Jaafar Belaid et al. [2009] developed mathematical morphology based segmentation using watershed 
transformation. The problem of over-segmentation is addressed by using topological gradient approach. 

Jobin Christ et al. [2011] suggested a technique that combines K-means clustering and marker controlled 
watershed algorithm with Fuzzy C-means clustering to produce segmentation maps which have only fewer 
partitions. The integration of K-means clustering with the marker controlled watershed algorithm, thereby 
producing a segmentation map suitable for the several anatomies in the medical images and reduces the amount 
of over segmentation as well. 

Achariya et al. [2013] developed Distance Transform based Watershed algorithm to precisely segment the 
regions of interest in a mammogram. The problem of over-segmentation is corrected by combining the features of 
watershed algorithm with Laplacian of Gaussian (LoG) edge detection. Niket Amoda et al. [2013] used the 
Region Based Image Retrieval (RBIR) system in combination with Discrete Wavelet Transform (DWT) and 
Watershed Segmentation, in order to achieve mass segmentation. The concept of Texture Gradient is 
implemented using Non-Decimated Wavelet Packet Transform and further marker location algorithm is used to 
detect the significant homogeneous textured or non textured regions. A marker driven Watershed Transform is 
finally applied to objectively segment the target regions. 

Sura Ramzi Shareef et al. [2014] explored the diagnostic approaches for breast cancer detection in the 
ultrasound and X-ray mammography medical images. This method of segmentation uses morphological 
watershed transform to extract the watershed lines from the topographic representation of input image. Varsha J. 
Gaikwad et al. [2015] demonstrated that Marker Controlled Watershed algorithm exhibits improved segmentation 
on the homogeneous regions in the digital mammograms. It is proved to be better than region growing methods in 
view of regions segmented. This method suggests solution for over-segmentation, which is a typical disadvantage 
of watershed algorithm.  

Jun Liu et al. developed a mass segmentation algorithm, using automatic marker controlled watershed 
transform for the segmentation of mass regions, which is further refined with a level set. The combined 
mechanism of the watershed based segmentation and level set method pays off in accurate segmentation. An 
image classifier to classify the mammogram images as normal, benign or malignant developed by M. Vasantha et 
al. [2010], extracts the histogram intensity features and GLCM features of the input mammograms. This hybrid 
approach for feature selection reduces the redundant features, thereby obtaining optimum features. The 
classification part of this method is accomplished by a decision tree.  

Pradeep N et al., [2012] developed a method for mass/tumor classification based on the   texture, statistical 
and structural features of RoI in digital mammograms. The classification of the images was performed using 
pattern recognition.  A four-step approach to segment and detect breast cancer is proposed and evaluated by Heba 
Al-Hiary et al. This method sequentially performs features extraction and detection on the digital mammogram. 
This technique is reported with an ability to increase the quality of prognosis.  

A technique for preprocessing, segmentation, feature extraction and classification was designed by 
Meenalosini. S et al., [2012] for the removal of artifacts and pectoral region. The segmentation was performed 
using Sobel operator, on the contrast enhanced image. The statistical and textural feature extraction using GLCM 
and local binary pattern method were used by support vector machine.  

Belal K. Elfarra et al., [2013] suggested a new method for feature extraction using both shape bound features 
and computational features to implement Square Centroid Lines Gray level distribution Method (SCLGM). The 
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Receiver Operating Characteristics (RoC) and Confusion Matrix were used to measure the functional 
performance of the method. 

 Ajay Kumar Bansal et al. [2013] introduced Content-based image retrieval technique to extract the images on 
the basis of intensity characteristics namely texture, color, shape and spatial layout. Despite the semantic gap 
between the user’s concepts and low-level features, this method increases the computational complexity. The 
intensity characteristics such as statistical, texture, color and shape features are accurately extracted using fuzzy 
logic and neural network. 

 R. Vanithamani et al. [2015] developed  a threshold based NeighShrink method for removing the speckle 
noise for the images in wavelet domain. The topographical watershed segmentation was used and the image 
features based on shape, texture, gradient and histogram are extracted. The AdaBoost classifier in association 
with binary logistic classifier is confirmed to minimize the percentage of false positive and false negative 
classifications.  

 Snehal A. Mane et al. [2015] proposed a classification method for digital mammograms which comprises of 
three major stages: preprocessing, feature extraction and classification. The first stage involved image 
enhancement using Wiener filter and histogram based contrast enhancement. The segmentation is obtained using 
active contour method, while the Gabor Wavelet features are extracted for the purpose of classification.  

Neelima Bagri et al. [2015] investigated the texture and shape features that are obtained by GLCM and Hu-
moments, in combination with tamura texture and shape invariant Hu-moments. This method could achieve high 
precision and recall, that vouches the merit of the performance of this technique.  P. K. Saranya et al. [2016] 
analyzed and suggested thirty three quantitative morphological features and thirty eight textural features of breast 
masses for prediction and classification of masses either into benign or malignant. 

 Namita Aggarwal et al. [2012] investigated the first and second order statistics of images using characterized 
textures. Those features are extracted based on statistics of texture.  A query-by-example approach used by Peter 
Howarth et al. [2004] extensively uses the three radically different texture features namely statistical, 
psychological and signal processing. Anupa Maria Sabu et al. [2012] devised a technique for feature extraction 
using the spatial variations of the image, in which the texture analysis was adapted to characterize the spatial 
variation within the image by extracting information.  

 S. Deepa et al. [2013] presented a technique using the discriminatory capability of contourlet coefficient co-
occurrence matrix features for the analysis and classification of mammogram images. Contourlet transform 
proves its potential in the analysis of mammograms by representing smooth contours and fine geometrical 
structures. The RoI from the original image is enhanced using histogram equalization and decomposed using 
contourlet transform. Further, the co-occurrence matrices are generated for four different directions as θ=0°, 45°, 
90° and 135° and the distance measure as d=1 pixel. For each co-occurrence matrix, various second order 
statistical texture features are extracted. 

 

III. CONCLUSION  

It is observed from this review that thresholding, watershed segmentation, K-means, neural network and FCM 
clustering are widely used by all the researchers for the detection phase in digital mammogram analysis. 
Additionally, region-growing and fractal based algorithms have been also reported for the precise segmentation of 
masses. In addition to the statistical features and morphology bound texture features, recently fractal dimension 
bound techniques are also being used in the segmentation / feature extraction of masses / microcalcifications from 
digital mammograms. Many of the reported techniques form a computer-assisted diagnostic tool that comprises 
of pre-processing, enhancement, segmentation, feature extraction and classification phases for digital 
mammogram analysis. 
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