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ABSTRACT:- In the wireless networks, the routing process is the one of the major concern and it is the 
fundamental process in the ad hoc networks. To aid this exertion, we proposed an experimental 
assessment of backpressure mechanisms for wireless networks. By this proposed system, we will address 
many scheduling and routing problems and also improve the throughput and delay that are mainly 
caused by the packets at the node transmission.TheBackpressure routing is a compact and increased 
throughput for wireless networks, but undergoesincreased delays. In routing, the backpressure algorithm 
is known to afford throughput optimality with dynamic traffic. The important assumption in the 
backpressure algorithm is that all nodes are benevolent and observe the algorithm rules leading the 
information exchange and principal optimization requirements.In the proposed system, we demonstrate 
that how the node is stabilize at the backpressure algorithm routing and also by jointly alleviating the 
virtual trust queue and the real packet queue.The backpressure algorithm not only 
accomplishesflexibility, but also tolerates the throughput performance undersecurity attacks. This system 
is mainly enhances the node behavior at the time of communication and also it improves the node security 
at the time of many threats in the wireless applications. 
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I. INTRODUCTION 

Wireless ad hoc networks lack stationary infrastructure e.g., base stations. Due to this, the communication 
between any two nodes that are out of one another's transmission range is attained through intermediary nodes. 
These middle nodes relay messages to set up a communication channel. Modern applications of the ad hoc 
networks consistofbattle fields, disaster release, and accuracyin farming, e-health, and oceanobserving with 
submerged wireless sensor networks. In this type of networks, Packet broadcast scheduling is 
anessentialconcernas it is directly related to the success of a Quality of Service and a lowest use of system 
possessions. It is frequentlydignified in terms of the average packet delay, transmission rate and extreme delay, 
and the chief system source to be saved is the nodes' energy in order toextendnetworkgeneration. Besides delay 
and energy optimization, any packet routing algorithm for ad hoc networks must be robust to topology 
variations and attempt for throughput.As a result of the insufficiency of wireless bandwidth resources, it is 
important to proficientlyemploy resource to maintain high throughput, high-quality communications over 
wireless networks. In this setting, decent routing and planning algorithms are required to vigorouslyassign 
wireless resources to exhaust the possibilities the network throughput section. To report this throughput-optimal 
routing and planning has been expansively studied. However these algorithms exploit the network throughput 
region, further issues need to be deliberated for practical arrangement. 

By means of the substantial increase of real-time traffic, end-to-end delay turns out to be very 
significant in network algorithm scheme. The customary back-pressure algorithm alleviates the network by 
manipulating all possible paths between source–destination pairs. Whereas this might be required in a severely 
loaded network, this appearsexcessive in a light or reasonable load system. Discovering all paths is in fact 
harmful; it leads to packets negotiating excessively long paths between sources and destinations, leading to large 
end-to-end packet delays. Backpressure algorithms have justestablished much consideration for mutually 
routing and scheduling over wireless networks. This project presents a routing/scheduling back-pressure 
algorithm that not only guarantees network stability (throughput optimality), but also adaptively selects a set of 
optimal routes based on shortest-path factsso as tolessen average path lengths between each nodes. 

Ugendhar Addagatla et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.06 Jun 2017 414



this algo
algorithm
end delay
the syste
destinatio

Back
jamming
networks
applied t
system c
distribute
pursues t
the back
familiariz
rates whe
informati
intention
Irrespecti
misrepre
based pr
optimizat
real syste

The 
C, and D
cannot tr
flow is de

 

 

 

The performa
rithm alleviat

m is to raisede
y and energy 

emsuggests a 
on, which in tu

kpressure rou
grades. This a

s, and various
o other parts, 
oncentrates o
ed to suitable
to route data i
kpressure alg
zing schedulin
en smeared to
ion exchange

nallydisturb an
ive of its selfi
sent any info
rotocols by c
tion. These p
ems. 

above figure 
D form a thre
ransmit and re
emonstrated in

Fig.1: Ex

ance of backp
tes the system
elay and also 
consumption 
decrease in th
urn suggests a

uting denotes 
algorithm can 
s networks wi

such as to the
n communica

e destinations
in commands 
orithm organ
ng and routing
o wireless net
e, ideal link 
ny rule to b
ish or malevol
rmation used 
contributing 
ossible attack

demonstrates 
e hop wireles
eceive at the 
n Fig. 1. The 

xample of a Wirel

pressure depre
m using all po
to increase th
isconsistent. 

he average nu
a decrease in t

II. BACK 

to an algori
be applied to

ith wireless an
e study of pro

ation networks
. The backpr
that maximiz

nizes transmi
g assessments
tworks. To th
stimulation, a
break the fu
lentdetermina
in the backp

no cooperatio
ks pose a majo

Fig.2. An exa

the working 
ss network w
same time slo
backpressure 

less ad hoc netwo

eciates in situ
ossible paths 

he energy con
The minimiz

umber of hop
the totalenergy

K PRESSURE

ithm for rout
 wireless netw
nd wire line c
oduct associat
s, where pack
ressure algori
ze the distinct
ssions and e
s based on eac
his end, it beli
and flow ass

undamentalevi
ation, there are
pressure algor
on and/or no
or hurdle to r

mple of backpres

principle of b
with two flows
ot. At a speci
algorithm wo

ork topology with

uations of low
all over the 

nsumption of t
zation of the a
ps that the pa
y consumption

E ROUTING

ting traffic ov
works, compri
constituents. B
tion systems a
kets from mul
thm activates
tion backlog b
exploits the 
ch node’s per-
ieves that all 
ortment. Nev
idenceexpecte
e two basic wa
rithm and it c
ot resulting d
real deployme

ssure algorithm 

backpressure a
s. Each node 
fied time slot

orks as follows

 
h six nodes 

w, and modera
network. The
the nodes. Th
average time t
acks travel un
n. 

ver a multi-h
ising sensor ne
Backpressure 
and treating ne
ltiple data torr
s in located t
between neigh
amount of t
-flow queue b
nodes follow

vertheless, in 
ed by the ba
ays for an agg

can interrupt b
decisions in 
ent of the bac

algorithm. In t
has the same

t, the backlog 
s.  

ate in the netw
e adverse effe
his is because 
that the packe

ntil they influe

hop network 
etworks, mob
techniques ca
etworks. This 
rentsreach and
time, and eve
hboring nodes
total data de
bottlenecks an

w the algorithm
practice, a n

ackpressure a
gressor to foll
backpressure 
routing and 

ckpressure alg

 

this setup, No
e transmission
 of each node

work, i.e., 
ect of this 
of End to 

ets stay in 
ence their 

by using 
ile ad-hoc 
an also be 

proposed 
d must be 
ery slot it 
s. In core, 
livery by 

nd channel 
m rules of 
node may 
algorithm. 
ow: it can 
algorithm 
planning 

gorithm in 

odes A, B, 
n rate and 
e for each 

Ugendhar Addagatla et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.06 Jun 2017 415



i) 

ii) 
iii) 

3.1. Back

The back
controlle
complexi
routing a

Where, 

u݅, ݆(t) ϵ u

u(t) is a f

R(t) in th

Wi,j(t) is

The 
slot; nod
bottlenec
networkd
transmiss
optimizat
informati
statistics 
nodes, ex
delay wh
traffic wa

Compute
A→B is 
List all n
Choose t
2}. 

kpressure Alg

kpressure alg
r will gather 
ity, spreaded 

and scheduling

u(t)  is the link

feasible rate v

he network 

s the maximum

F

fig.2 shows t
des send info
cks for compu
dimensions fo
sions arise at 
tion such as 
ion. Conseque
only. The ba

xploiting all p
hen the traffic
astes network 

e the maximum
5 for flow 1, C

non-conflicting
the set that ma

gorithm  

orithm is the
information 

solutions with
g decisions ba

k rate from no

ector in the se

m differential 

Fig.2. Information

the generic op
ormation to th
uting the differ
r attaining the
the rest of th
it does not 

ently, it can b
ackpressure a
possible paths
c load is ligh
assets. 

m differential
C→B is 3 for 
g link sets, i.e
aximizes the s

III. PR

e ideal solutio
from all nod

h performance
ased on 

------(1)

-------(2

ode i to j 

et of all feasib

queue backlog

n exchange and tr

perational mo
he director fo
rential queue 
e best channel
he time slot. 
need extra c

be readily stre
algorithm is t
s between sou

ht. Furthermor

l queue backl
flow 1, and D
., {A→B for f
sum of all lin

ROPOSED SY

on that neces
des then sort
e near to the b

) 

2) 

ble rate vectors

g. 

ransmission sched

del for the ba
for centralized

backlog wi,j(
l rate ui,j(t) fr
The security 

compacted or 
etched to diss
throughput-op
urce and desti
re, using exte

og between e
D→C is 2 for f
flow 1, D→C 

nk weights, i.e

YSTEM 

ssitatescentralo
the planning

best solution. 

s 

duling in the back

ackpressure al
d coordination
(t) in (2) and n
rom any node 

solution is m
global infor

seminatedvari
ptimal and dis
ination. This 

ended paths in

each node pair
flow 2, and se
for flow 2} a

e., {A→B for 

organization. 
g decision. Th

The backpre

kpressure algorith

lgorithm at th
n. The inform
network state 
i to node j in 

mainly based 
rmation, but 
ieties that rely
sappointscom
asset leads to
n the situation

r as a link we
elect these thre
and {C→B for

flow 1, D→C

In reality, ai
here also hap
ssure algorith

 
hm 

he starting of 
mation contai
information c
(1). Formerly
on the comp
familiarizes n
y on exchang

mmunicating to
o redundant e
n of light or 

eight; i.e., 
ee links.  
r flow 1}.  
C for flow 

integrated 
ppen low-
hm creates 

each time 
ins queue 
created on 
y, planned 
prehensive 
new local 
e of local 
o blocked 
end-to-end 

moderate 

Ugendhar Addagatla et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.06 Jun 2017 416



3.2 Threa

In comm
groups. 

 Info
time
back
stat

 Prot
subm

3.3. Secu

The Bac
objective
others in 
others in
network 
misrepre

 Mani
packe
opera
algori

 Coun
broad
type o
violat
distur

3.4 Virtu

algorithm
existent h

There are

ats in Backpre

mon, the perfo

ormation-falsi
e slot, where
kpressure rou
e information
tocol-violation
mit backpress

urity actions i

ckpressure Al
es: (i) selfishb

the network;
n the network
state informa
sent its queue

Fig.

ipulating bac
ets from other
ate its backlo
ithm. 

nterfeit chann
dcast higher c
of information
tion attacks. T
rbs the schedu

ual Trust Que

The main aim
m. We familia
how to build a

e three major 

essure Algorit

ormance of an

ification attack
e the aggres

uting.As the b
n, its routing re
n attack: this

sure routing de

in Backpress

lgorithm has 
ehavior: if the
(ii) malicious

k.As the back
ation, one ope
 backlogs or n

3:Large and smal

cklogs: If the 
rs, it can broa
og informatio

nel state inf
channel gains 
n prevaricatio
This is for the
uling decision

eue to Secure

m is to design 
arize an ampl
a widespread v

shortcomings 

thm 

n insider atta

k: this occurs
sorpurposeful

backpressure a
esults can be s
s occurs in th
ecisions.  

ure Algorithm

resilient on 
e assailant is s
 behavior: if t

kpressure algo
erative way fo
network state 

ll backlog size br

invaderrequir
adcast counte

on subjectivel

formation: If 
than the tang
n, we can cla

e reason that w
. 

e Backpressu

aapproach bas
lified optimiz
virtual trust qu

of this approa

acker can be c

during the in
lly sends fal
algorithm is re
suggestively a
he arranged tr

m 

several attack
selfish, it is co
the assailant i
orithm needs
or an attacker
information.

roadcasting can b

ressending its 
rfeit higher b
ly to distress

f the aggresso
gibleones.Whi
ssify attacks t

when an attack

re Algorithm

sed on assessi
ation method
ueue solution 

ach are 

categorized to

nformation alt
se informatio
esponsive to n
affected by inf
ransmission s

ks .Suchattack
oncerned in it
is malicious, i
nodes to tra

r to achieve i

be used to disturb

own packets 
backlogs than 
s the optimiz

ordesires to g
ile broadcasti
that forge cha
ker cannot co

m 

ing packet arr
d to defend th

to provide the

 

o one or both

tercationstage 
on to others 
node queue b
formation-fals
stage, where t

ks can ensur
ts ownbehavio
it intendstode
nsmission the
its selfish or 

backpressure rou

instantaneous
actual ones.F

zation solution

gain the transm
ng false chan

annel state info
ommunicate w

rival rates to p
he backpressu
e safetyassura

h of the follo

at the openin
to undesirab

bottlenecks an
sification attac
the aggressor 

re at least on
or gain withou
stroy the thro
eir linebottlen
malevolent in

 
uting. 

slyin place of 
Finally, an att
n in the bac

mission chan
nnel informati
formation into
with a demand

protect the bac
ure algorithm, 
ance. 

owing two 

ng of each 
bly affect 

nd channel 
cks. 

does not 

ne of two 
ut care for 
ughput of 

necks and 
ntent is to 

f receiving 
tacker can 
ckpressure 

ce, it can 
ion is one 
 protocol-

ded rate, it 

ckpressure 
and then 

Ugendhar Addagatla et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.06 Jun 2017 417



(i) if an attacker causes a very large value of Di,j(t) at time t (e.g., deliberately dropping all packets) and then 
returns to legitimate behavior after time t, the penalty only happens and lasts during time t (i.e., there is no 
memory in tracking the trust), and therefore may not mitigate the total damage of the attack;  

(ii) There is no systematic way to determine the value of v; and  

(iii) There is no methodical way to recognize, control, or limit the damage that an attacker can cause to the 
network behavior. 

To deliberate the firstdispute, it is to define a glidingwindow to record the past and keep smearing the 
disadvantage. Nevertheless, the sliding window method necessitatescareful adjustment of window size and still 
cannot solve the second and third issues.The virtual trust queue mechanism is centered on the explanations on 
other nodes, which may have faults in the real world. Such faults may also make possible false allegation to 
some benevolent nodes. 

IV. FALSIFYING VIRTUAL TRUST QUEUE INFORMATION 

The virtual trust queue mechanism is mainly used to coordinate node transmissions. In one hand, virtual 
trust queues provide attackflexibility; in contrast, they may announce another line of susceptibility in the 
backpressure algorithm.Specifically, nodes wantto broadcast extra virtual trust queue information for either 
spreadorcentral coordination at time t. Nonetheless, it is possible that an aggressor can also fake virtual trust 
queue information to liability a genuine node for misconduct. Or even worse, two or more attackers can 
conspirewith each other to make an untraceablesetting, in which one attacker is offensive the network by 
operatinginformation or impious the protocol, and at the same time other attackers follow the schedule but send 
counterfeit trust queue information to protect for the attacker. 

                                               Neighbor node/                                      Attacker 
                                               Attacker 

 
                                               This node virtual       Manipulating the information/ 
                                                Queue is normal           Violating the protocol 

Fig.4. Two nodes can collude with each other. 

The above figure demonstrates the Node A is aggressive the network and at the same time, its partner 
node B asserts that node A’s virtual trust queue is normal.These attacks can be all understood via the same 
planof falsifying virtual trust queue information. Consequently,it is essential to address such attacks with an 
operativecountermeasure.The algorithm asymptotically elucidates the hop minimization problem as, but 
remunerates a price of progressively large backlogs in the network. On stochastic control of wireless networks 
comparable tuning restrictions have also been familiarized. Financial usage of energy is a precarious issue in 
Wireless Networks. Communication is the most energy affluent activity a node accomplishes. Energy necessary 
to transmit varies exponentially with transmission distance; consequently, it is expected to use multi-hop 
communication in WSNs. A WSN’s life-time mostly depends on how professionally it transmits a data packet 
from its source to its destination. 

For a central backpressure application, it is easy to let the controller to choose which nodes arefakingvirtual 
queue information. The projected trust mechanism can also be used in a completelydisseminatedsetting. On the 
other hand, aimportant issue is then who will gather such information and select which nodes is faking the 
virtual queue information. A usual way is to let every neighbor to connect with each other then decide separately 
who is falsifying the information. A malevolent neighbor may try to send or forward the forged information to 
other neighbors to affect their resolution.Finally,determine that the trust mechanism is less lenient of the number 
of malicious nodes in the distributed backpressure backgroundthan it is in the central one. 

V. PERFORMANCE EVALUATION 

In this performance evaluation, an extensive simulation study is to estimate the performance of the intended 
secure backpressure algorithm in a node. The setup of the wireless network includes 50 nodes with broadcasting 
range 80m consistentlyspread over specified area. The protocol interference model is adopted. Furthermore, if a 
node is receiving from a neighbor at a time slot, none of its other neighbors will be planned to 
transmit.Wedeliberate a complete set of attack situationsin the models: 

 Black hole attacks is the attacks in which it continuously broadcast zero queue backlogs and high 
frequency rates to fascinate packets to be directed to them, then drop all received packets. 

 On-off attacks in which perform as black holes or sincere nodes during on and off periods. 
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 Selfish nodes always challenge to empty its queues by propagating high queue backlogs to detention the 
transmission opportunity. 

 Heterogeneous attacks include all above attackers at different nodes in the same network. 

In the performance evaluation, we describe the metricof throughput as the average amount ofdistributed data per 
time slot normalized by the link rate. 

 

Fig.5: Throughput over run time for different scenarios 
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In simulation process, randomly select one node in the network performing as a blackhole. Fig.5demonstrates 
the throughput in the network under the blackhole attack.Initially, the network throughput rises as run time 
passes. This is because the network is casuallyburdened in the initial state. As additional packets reach at each 
node, the network throughput increases progressively and becomes constant. Though, when there is an attacker, 
we can see over 85% deprivation of the throughput in the network. The output of the system is mainly 
concentrates on the improving efficiency. If an attacker activatesoutside the given acceptance level,which results 
in an unstable queue, the attacker willbe excluded from the routing decision. Fig. 6illustrates the packet drop 
ratio in network under the same attacks. We observe from the figure, the packet drop ratio is zero lacking the 
attack. Hence, in the proposed system, throughput is increased and the packet drop ratio is decreased. 

VI. CONCLUSION 

In this proposed system, we provided anefficientworkon the backpressure algorithm at the node level and also 
enhance the security of the network. Lastly, weshowedcomprehensive simulations to authenticate the efficiency 
of the suggested mechanism. The results exhibited that the virtual trust queue mechanism acquires the 
backpressure algorithm in contradiction of a wide range of attacks. Consequently, the solution from this 
proposed systemdissipates a major barrier for practical arrangement of backpressure algorithm for protected 
wireless applications. Hence, the backpressure algorithm not only achieves flexibility, but also endures the 
throughput performance under security attacks. This system is generally improves the node behavior at the time 
of communication and also it progresses the node security at the time of many threats in the wireless 
applications. 
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