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Abstract—Cloud computing is ahighly sought trend in the current time which involves the usages of 
resources on demand, virtualization, and many more computational demands. With the exorbitant 
demand of users of cloud and increasing complexity of problems, many resources are required to 
maintain the cloud. To adhere to the increasing requests we need ahuge amount of natural, financial and 
technical resources such as land, money, datacenters, etc. Maintaining huge data over cloud needs 
deployment of a huge number of datacenters which absorbs electricity which in turn produce ahuge 
amount of heat. This heat produced will be contributing to the poisonousgasses such as carbon-di-oxide 
by use of coolant at data center and servers [1]. Without properly optimized management of the cloud 
computing is not a worth practice because it will add to the expenditures of the organization. Proper 
resource management should be done in anoptimized manner such that all entities get sufficient resources 
for their computation. For properly optimized management resource management, there is needed to 
imbibe green cloud computing principles. Green cloud computing provides provisions to make cloud 
energy and cost efficient. This paper provides methods and techniques to make energy efficient cloud 
using Green Cloud computing principles. 

Keywords—Cloud computing, Green Cloud Computing, Scheduling, Workload balancing, Green cloud 
computing simulator. 

I. INTRODUCTION 

Cloud computing is a procedure for making omnipresent, helpful, on-request arranges access to thesame type 
of configurable figuring assets (e.g., systems, servers,etc.) that can be quickly provisioned and discharged with 
insignificant administration exertion or specialist cooperation[1].Various characteristics of thecloudareOn-
demandservice, large network access, resourceallotment, elasticity, etc. The various layers of cloud consistIAAS, 
SAASand PAAS. Cloud computing has four articulation model namely public, private, hybrid and community 
cloud for which proper resource management should be done. The resource management in cloud computing 
means optimized theuse of heterogeneous and location based shared resource for the client request. Theoptimized 
use of cloud holds a great importance as the number of cloud users and resources increases by manifold due to 
increase in computer resources and client request. This leads to more servers and more development data centers 
and other physical entities. This will increase the cost as well as it will affect the environment by theemission of 
heat and high usage of electricity which in turns require coolants. So there is aneed for green cloud computing to 
give resources to the cloud entities according to their need and maintain proper statistics of their usage. Proper 
scheduling and workload balancing of the resources should be done to make an efficient and optimized cloud [3]. 
Green cloud computing focuses mainly on theusage of its resources such as data center and servers. Green cloud 
computing can be achieved by algorithmic efficiency, virtualization, dynamic resource allocation and power 
management. Green cloud computing model is shown in thefigure. 

 

Shridhar Shah et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.05 May 2017 153



Green clo
statistical
used and 

Essential
green. Th
of these s

• Dynam
related w
Conseque
fluctuatin
The cont
task as co
technique

 • Resou
condition
virtual m
VM relo
efficient 
methodol
it may, m

VM desig
the syste
writers in
gas outflo

• Virtua
working 

• Algorit
the powe
movemen

oud computin
l data to analy
optimized use

lly four meth
hese methodol
strategies are 

mic Voltage F
with it. The w
ently, this tec
ng needs. The
trol reserve fu
ompared to al
es [6]. 

rce allotmen
n, each physic

machines can b
cation techniq
hubs are ch

logies for gre
movement and

gnation and m
ms are not us
n [5], had prop
ow. 

alization: - It
frameworks t

thmic method
er used by a c
nts of worklo

g simulator is
yze and optim
e of resources

II. 

odologies hav
logies have be
still under rev

requency sca
working recur
chnique intens
e power inves

unds to cost ca
lgorithmic or r

t with dynam
cal machine h
be exchanged 
que concentra
hosen and th
en processing

d booking of v

movement can
sed properly; 
posed a VM a

t helps in red
ogether on a c

dologies: - It 
completely use
oads from the

s used for simu
mize the cloud

. 

METHODOLO

ve been gone
een gone for i
view and techn

aling method 
rrence of this
sely relies on 
stment funds 
aused proporti
resource allotm

mism and vir
has various vi

over the host
ates on movin
he VMs are 
g determined i
irtual machine

n shift the vital
it can prompt
arrangement a

ducing the wo
common fram

has been tent
ed server. An
e machines t

ulation of the 
d. This simula

OGY FOR GRE

e for to make
n the server fa
niques are:- 

(DVFS):- Ea
s clock is ba
upon the equi
are additiona

ion is addition
ment task and

rtual machine
irtual machine
ts as indicated
ng VMs such
exchanged c

in concentrate
es likewise ac

lity proficienc
t high vitality
algorithmic ap

orkload and w
mework [7]. 

tatively confir
nother element
that are work

CPU resource
ator gives the 

EEN COMPUTIN

e Cloud comp
arms under tri

ach electronic 
alanced so tha
ipment and is

ally low contr
nally low.Alth
d so it is less p

e relocation p
es whereupon
d by the shifti
h that the wat
crosswise ov
ed on VMS as
cquire some pr

 

cy of the cloud
y utilization an
pproach for am

 

working expe

rmed that a pe
t like theshutd

king undernea

es, energy con
proper graph 

NG 

puting situatio
ial conditions.

hardware wil
at the supply
s not controlla
rasted with di
hough DVFS 
preferred over

procedures: -
n the applicati
ing needs and
tt increment i
er to them. 

ssignment and
rice which ma

d networks ho
nd thusly high
meliorating th

ense by essen

erfect server d
down of unde
ath a particula

nsumed and th
based on the 

ons more effi
. The handy u

ll have a work
y voltage is c
able as indicat
ifferent metho
is a hardware

r main green c

- In a cloud c
ions are run [
d accessible a
is minimum. 
The vitality 

d relocations. B
ay not be disre

owever in the 
h poisonous g

he power utiliz

ntially runnin

devours aroun
erutilized mac
ar limit were

he various 
resources 

icient and 
utilizations 

king clock 
controlled. 
ted by the 
odologies. 
e intensive 
computing 

computing 
[6]. These 
ssets. The 
The most 
effective 

Be that as 
egarded. 

 

event that 
gases. The 
zation and 

 

ng various 

nd 70% of 
chines and 
e likewise 

Shridhar Shah et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.05 May 2017 154



utilized. 
[6]. 

The pow

and CPU

Where P
power de
(E) as ap

Here the 

The write
by doing
around 1
length of
Power/en
dE/dt<0=

Hybrid V

Low Util

After cho
relocated

As indica
the fact t
may over
host over

The algorithm

er utilization o

U usage, as app

max is 250 W
evoured by a s
peared in (2) 

total CPU uti

ers in [5] wor
g test contemp
10 percent. Li
f relocation.i.e
nergy to its 
=Pmin(For m

VM Selection p

lization Host P

oosing the Vi
d. 

ated by our ex
that in the eve
rburden the ho
r-burdening. 

m was fit for p

III. PO

of servers can

peared in [3]

W for current 
sit without mo

 
ilization powe

rked on the vi
plate in which
ikewise in a 
e.: 1.1 Times 
minimum va

min value-effic

IV

policy Algorit

Policy Algorit

irtual machine

xamination it i
ent that we wi
ost and host m

playing out the

OWER CONSU

n be precisely 

figuring serve
oving server is

er is calculated

itality utilizati
h it was found
few applicatio
Power or 11

alue by diffe
cient). 

V. THE SOLUT

thm [4]:- 

thm [4]:- 

es to be reloc

is better thoug
ill relocate VM
may crash. Rel

e booking of V

UMPTION IN CL

portrayed by 

er and ‘u’ is t
s 70% of theen

d as well as its

ion in the mig
d that migratio
ons, the powe
0W Power as

erentiating it 

TIONFOR EFFI

cated next pro

ght to move V
Ms over a hos
locating VMs

VMs in non-u

LOUD COMPU

a direct conne

the CPU usag
nergyexpande

s energy consu

gration proced
on can bring a
er utilization 
s compared to
with respect 

ICIENT CLOUD

ocedure is to 

VMs on the ho
st that has high
 over low usa

unified, differe

TING 

ection between

 

ge and the rev
ed.So the aggr

umed. 

dure for differ
about an expa
can be dimin

o 100W.  So 
to time and

D 

choose the h

sts that have l
h CPU use the

age host will le

ent type of da

n the power u

views say that
regate vitality 

rent sorts of w
ansion in pow
nished by red
we have to r

d finding its 

ost on which 

low CPU use 
ere are chance
essen the prob

ata centers 

utilization 

t a normal 
devoured 

workloads 
wer use by 
ducing the 
reduce the 

Minima. 

 

it can be 

in light of 
es that we 
bability of 

 

Shridhar Shah et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.05 May 2017 155



Green Cl
the differ
be favora
for a num
comes ab

No of use

Energy e

 

loud Simulato
rent entities o
able in advanc
mber of custo
bout for system

ers: 1 

efficiency: 306

or is an arrang
of cloud, for e
cing explanati
omers, buildin
m switches. Th

6.2 W*h 

V. GREE

ged test system
example, serve
ons for lookin
ng up the gu
he centers upg

EN CLOUD SIM

m for measurin
ers, switches, 
ng over and al
uidelines requi
grading may b

MULATOR 

ng of thework
etc. for conv

llocation of di
ired for conv
be executed ut

 

kload in cloud
veyance and th
fferent stores,

veyance and f
tilizing this de

 

d computing. I
heir viability 
, recording ass
furthermore p
evice. 

It imprints 
[4]. It can 
signments 

picking up 

 

 

Shridhar Shah et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.05 May 2017 156



No of use

Energy e

 

ers: 2 

efficiency: 4477.5 W*h 

 

 

 

Shridhar Shah et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.05 May 2017 157



 

Accordin
98percen
percent j
cloud wo
consume

A useful 
In this pa
efficiency
power us
simulatio
users, sw

ng to the expe
nt so in like m
ust however r
orkers- 1 the 
d came up to 

and proficien
aper, we have
y can help in 
sage of reloca
on tool shows

witches, etc. 

eriment done 
manner the p
rather it is qu
power was 3
477.5 Watt-ho

nt usage of fig
e talked about 

thebetter use 
ation procedur
s how green c

using cloud s
ower consum

uite recently ex
316.2 Watt-ho
our. 

VI

guring assets in
variousexper
of assets in C

res came to li
cloud can be a

simulator whe
med ought to 

xpanded 43 p
our and when

I. CONCLUSIO

n thecloud can
riments propos
Clouds. VM sc
ikewise be tak
achieved effic

en we doubled
likewise be m

percent. We ca
n we multipli

ON 

n help in acco
sed in past res
cheduling relo
ken in assessi
ciently by obs

dthe quantity 
multiplied tha
an check thro
ied the cloud 

omplishing Gr
search works 
ocation is vita
ing framework
serving the co

of cloud clie
at will be exp
ough qualities 

workers- 2 t

reen Cloud Co
in this field. T

al however the
k execution.T

omponents lik

 

 

ents to the 
panded 98 

too when 
the power 

omputing. 
The cloud 
e cost and 

The use of 
ke servers, 

Shridhar Shah et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 9 No.05 May 2017 158



VII. FUTURE SCOPE 

Later on work, there can be afurther review on energy saving methods for live VM relocation arrangement with 
such advancement forms that whatever number physical has as would be prudent are closed down. Through this, 
we can diminish the energy consumption in near future.  As future work, we can examine a few Cloud situations 
and propose new enhancement approaches which will limit the CO2 emanations, we will coordinate energy cost 
rate into our new models in varying ecological effect and to limit the energy cost. With advancement in cloud 
computing the various new methods and techniques would be invented which will contribute to the efficiency 
and eco-friendly nature of cloud computing.Future Research work incorporates better other option to 
information focus energy proficient mindful booking calculation in Green Cloud Simulator in order to lessen 
more energy utilization and therefore lessening heat with expanding the cloud clients or, then again reproduction 
time. 

VIII. LITERATURE SURVEY 

YEAR  Methodology/Objectives Issues 
2016 A Survey Of Computing Strategies For Green 

Cloud 
Innovations in green cloud computing 

practices.  
2015 Towards Green Cloud Computing: Demand 

Allocation and Pricing Policies for Cloud Service 
Brokerage 

More optimized allocation policies and 
brokering facilities. 

2016 Perception of Energy Efficiency in Green Cloud 
Simulator 

Use of tools to implement the efficient cloud. 

2015 Use of awareness cloud computing Advanced awareness of the user 
characteristics. 

2015 Optimization of Energy Efficiency for SLA 
manager. 

Giving the services based on the requirements 
and maintaining the SLAs. 

2011 Profiling vitality utilization of VMs for green 
distributed computing 

Analysis of usage and energy consumption 
with proper tools. 

2012 Green Cloud Computing techniques Use of less physical resources and efficient 
cloud.   

2014 Vitality Approaches for Green Cloud Figuring Making advanced procedures and techniques 
for green cloud computing.  

2015 Vitality Efficient Hybrid Policy in Green 
Distributed computing 

Making policies and regulations in the cloud 
to ensure green cloud computing principles.  

2015 Green IT Territories of Cloud Computing 
Environment for management 

New branches of green cloud computing to be 
developed based on the increasing need and 

demand forcloud. 
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