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Abstract 

Frequent pattern mining in databases plays a vital role in many data mining tasks like classification, sequential 
patters, clustering, association rules analysis etc. There are numerous mining algorithms for finding association 
rules. One of the most common algorithms is Apriori. It is used to mine frequent item sets from large database. 
It uses the support statistical measure for pruning the frequent items. When the higher minimum support is used 
to reduce the number of frequent items for rules generation, this algorithm misses some of the bigger 
combination of significant frequent items.  This proposed DMSA (Dynamic Minimum Support Apriori) 
generates significant frequent items in large database for association rules generation. 
Keywords: Apriori; Frequent itemset; Higher minimum support; DMSA 

I.  INTRODUCTION  

The data mining refers to extract or mine knowledge from huge volume of data [1]. Data mining plays an 
essential role in numerous applications like market–basket analysis, fraud detection … etc. One of the best 
popular descriptive data mining methods is association rule mining [2]. Since its introduction [3], Association 
rule mining has become one of the essential data mining tasks and has involved tremendous interest among data 
mining researches and professionals [4]. It is a well-known method for discovering correlations between variables 
in large databases. Consider the example of shopping mall. The transactional database of shopping mall consists 
of two attributes, transaction id, and items purchased by the consumer. Each Transaction id is distinctive. The 
mined   patterns are set of items that are most frequent in database. 

 For example, it has to find out how many of consumers purchase milk and sugar together. And how many 
consumers purchase bread and jam together. To find out such facts apply market basket analysis and discover 
pattern. Domain expert can use this detail for identifying the consumer purchasing behaviours to maximize the 
profit of the organization. So frequent pattern mining is most powerful problem in association rule mining.  

Many of the algorithms are based on traditional algorithm of association rule mining [3][ 5]. There are two 
key functions in Apriori to discover association rules. Firstly, it discovers frequent item set based on minimum 
support count. After that, minimum confidence is used to discover association rules between frequent items. Two 
statistical measures that control the activity of association rule mining are support and confidence [6]. For an 
association rule X→Y and total number of transactions is denoted as N, the support and confidence can be 
mathematically represented as follows  

Support (X→Y) = ∑(XUY)/N and 
Confidence (X→Y) =∑ (XUY)/ ∑X. 

Most of the earlier studies implement Apriori-like algorithms, which improves algorithm strategy and 
structure. This paper introduces the DMSA techniques to find significant frequent item sets. 

The rest of the paper is organized as follows: Related works and background are described in section 2. The 
proposed algorithm is discussed in section 3. Experimental results and discussion are given in section 4. The 
conclusion and the ideas for future work are written in section 5. 
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II. RELATED WORKS 

 Mining of frequent itemsets is an essential phase in association mining which finds frequent itemsets in 
historical database. Apriori algorithm is used to discover frequent itemsets in large dataset and it was introduced 
by Agrawal et al. [3]. Numerous modifications on Apriori algorithm were dedicated [5][7][8][9][10][11][12][13] 
[14][15][16][17][18][19]  and they used single minimum support for extracting frequent pattern mining. Some of 
the algorithms [20][21][22] were presented with multiple minimum support to improve the generation of rare 
items combination.  The following proposed method will discover both normal as well as rare bigger combination 
frequent items using Dynamic Minimum Support. 

III. THE DSMA 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Let first consider an example of five transactions, six items and initial support value of 50%. The 
transactions are given in Table1. 

Table 1: Transactions 

Trans id items 

100 I1,I2,I3,I4 

200 I1,I2,I4 

300 I1,I5,I6 

400 I1,I4,I5 

500 I2,I4,I5 

Firstly, scan all transactions to find frequent 1-itemset L1, which contains the items and their support 
counts.  Then set initial support DMS value as 50 and calculate DMS interval using DMS/ (I-1). The frequent 1-
item set is shown in Table 2. 
 

1.    Algorithm: DMSA 

2.    Input: Dataset D, initial minimum support value σ, number of items I, no of transactions in 

data set  N 

3.   Output: frequent item set F 

4.   Begin 

5.   Assign all items as candidate(c1-1-item candidate set); 

6.   DMS← σ; 

7.   DMS_INT ←DMS/(I-1); 

8.   Repeat 

9.   { 

10. Scan the dataset D and count the occurrences of each candidate and record it (Li -      candidate 

with count); 

11. Take each  candidate with count from Ci and check  if candidate support value >=DMS then 

12. { 

13.  add candidate to F; 

14. } 

15. DMS←DMS-DMS_INT; 

16. Generate next candidate set Ci+1; 

17. } Until Ci+1=null 

18. End. 
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Table 2:  Frequent 1-itemsets 

 
 
 
 
 
 
 
 
 

The items I3 and I6 are not satisfied with DMS value. So they are deleted from the process. The next step 
is to generate candidate 2-itemset from L1. It is shown in Table 3. 

Table:  3 frequent 2-itemset 

 

Now update the DMS value as DMS-DMS_INT (i.e. DMS=40) and find the L2. From the above Table 3 
the candidate (I2, I5) is not satisfied with DMS value. So it is deleted from the process. This process will be 
continued until the candidate set becomes empty. 

IV. EXPERIMENTAL RESULTS 

The intel® core ™ i5-2450m CPU @2.5 GHZ,4.0GB RAM ,64bit windows 7 operating system and NetBeans 
IDE 8.0.2 were used to conduct the experiment. The synthetic Data set of 100,200, 400 and 1000 with 10 items 
were created to compare the proposed DMSA with Apriori in terms of number of significant frequent items 
finding.  

The Table 4 shows the number of significant frequent items generated by DMSA and Apriori with 20% 
minimum support. 

Table 4: Number of Frequent Items 

Number Of Transactions Apriori DMSA 

100 119 356 

200 109 287 

400 79 159 

1000 84 196 

When 100 transactions are used, Apriori generates 119 frequent items where as DMSA generates 356 frequent 
items.  Likewise, the DMSA generate more significant frequent items than Apriori. The following figure-1 
demonstrates the number of frequent items generated by Apriori and DMSA for given number of transactions. 

 
 

Items Counts % Of Support 

I1 4 80% 

I2 3 60% 

I3 1 20% 

I4 4 80% 

I5 3 60% 

I6 1 20% 

Items Count % of Support 

I1,I2 2 40% 

I1,I4 3 60% 

I1,I5 2 40% 

I2,I4 3 60% 

I2,I5 1 20% 

I4,I5 2 40% 
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It is observed that the DMSA generates more significant frequent items (including significant  rare bigger 
combination frequent items which may be more profitable) than Apriori . The domain expert should identify the 
rare bigger combination significant frequent items generated by DMSA which gives more profit. The 
organization should use the details given by the domain expert to increase the profit of the organization. 

V. CONCLUSION 

If the support value is less, the Apriori generate lot of frequent item sets which are very difficult to filter and 
find significant frequent items. If the support values is high, Apriori generate very less frequent item sets .So this 
may miss some of the significant frequent item sets. The DMSA algorithm generates significant frequent item 
sets(including rare bigger combination frequent items) for finding association rules. The domain expert can 
identify some rare bigger combination frequent items which gives more profit from frequent items generated by 
DMSA. In future DMS should be applied on various real time data sets and modified Apriori algorithms. 
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