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Abstract— The software development is dynamic and is always undergoing major changes. Today a huge number of tools and methodologies are available for software development and software development refers to all activities that go into producing information system solution. System development activities consist of system analysis, modeling, design, implementation, testing and maintenance and further the state of software metrics in software development during the last decade is encouraging and many researchers are involved in the field of software metrics. The software metrics are being applied and good results are obtained with criticisms. The use of software metrics has proved the process efficiency and product effectiveness. In software engineering, recently, software metrics researchers have introduced new metrics and validated software metrics using empirical and theoretical techniques and software metrics have been used in decisions-making as well as in various process activities and more researchers are involved in empirical studies. The eminent researchers guide the software professionals for evaluating software product effectiveness using software metrics. There are many kinds of software metrics available from traditional metrics to latest computer science field of web science, i.e., web-related metrics in software engineering. In order to propose an object-oriented metrics in software engineering, a thorough understanding of the previous object-oriented metrics is essential in software measurement. A better understanding of existing metrics would lead to clear ideation and developments of concepts to solve the problems of ambiguity in object-oriented metrics. This paper analyzes and reviews the most referred object-oriented metrics in software measurement.
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I. INTRODUCTION

The software metrics is a consistent topic and research in software engineering [36, 37, 46, 48, 72, 74, 93, 94, 97, 98]. The role of software metrics is to find significant improvement in software products and directs management to take managerial and technical decisions [93, 94]. According to Jones, C. (2014) [46], “In order to solve the problems of software and convert a manual and expensive craft into a modern engineering profession with a high degree of manufacturing automation, the software industry needs much better metrics and measurement disciplines and much more in the way of standard reusable components. Better measures and better metrics are the stepping stones to software engineering excellence” [46]. Today, the software metrics is unfinished, and currently gives the appearance of being more influenced by “metrics validations” and “object-oriented design metrics”. The current state of software metrics is still not matured based on standards, new metrics and “it is identified that software metrics research faced more difficulties towards proving usefulness in industry, theoretical validity, empirical validity, defining precise metrics, understanding, methodology of execution, execution time is more to find the metrics values, metrics are executed only by experts, and accuracy on results” [93, 94]. At present, many researchers are involved in research on process and product metrics research [2]. They are also involved in proposing metrics for software process and product measurement [74, 93, 94]. Some researchers are involved in research studies finding usefulness and applications in software environments using software metrics [17, 37, 45, 51, 73, 98]. Few researchers are involved in developing metrics tools for different environments and applied metrics tools for different applications [76]. The main milestones and events of software metrics show that in the past many metrics had been proposed and validated...
by eminent researchers but most of the metrics lacked in experimental study and few metrics were accepted and used. Although there are many metrics in use and under active investigation, a few metrics are more difficult to apply and execute. As a result, the battle on software metrics is still continuing. The following section discusses the “Comprehensive Metrics Suite” proposed by Srinivasan, K.P., and Devi, T. Section III analyses the most referred object-oriented design metrics proposed by Chidamber, S.R., and Kemerer, C.F. Section IV analyses the most referred object-oriented design metrics called MOOD metrics proposed by F. Brito e Abreu and Section V discusses another important Design metrics proposed by Lorenz, M. and Kidd, J. Section VI discusses the reviews of object-oriented metrics and conclusion includes future directions of the research.

II. THE COMPREHENSIVE SOFTWARE METRICS SUITE FOR OBJECT-ORIENTED DESIGN

Recently, Srinivasan and Devi proposed a set of six result based (RBSM) object-oriented design metrics suite called “Comprehensive Metrics” for measuring object-oriented design attributes [94]. Further, they also introduced a new kind of software metrics for software coding measurement in software engineering called “Program Keyword Metrics (PKM)” [93]. This PKM metrics eliminates the ambiguity criticism of most referred “Halstead Metrics” and “Lines Of Coding (LOC) metrics”. And further they eliminated the main criticism of “accuracy on results” in software measurement by “Keyword Metrics (KM)” in Software Engineering [93].

The result based set of object-oriented design metrics [94] and their definitions are shown in Table I and the procedure based metrics system for execution of the object-oriented design metrics is shown in Figure 1.

Table I. A Comprehensive Metrics (RBSM) Suite for Object-Oriented Design

<table>
<thead>
<tr>
<th>Result Based Software Metric (RBSM)</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPCF = NPM/NPM + NNPM (Methods-Per-Class Factor)</td>
<td>MPCF is defined as the ratio of the Number of Public Methods (NPM) to the Number of Public Methods (NPM) and Number of Non Public Methods (NNPM) in the class. Method Per Class Factor excludes inherited methods.</td>
</tr>
<tr>
<td>APCF = NPA/NPA+NNPA (Attributes-Per-Class Factor)</td>
<td>APCF is defined as the ratio of the Number of Private (Protected) Attributes (NPA) to the Number of Private Attributes (NPA) and Number of Non Private Attributes (NNPA) in the class. Attribute-Per-Class Factor excludes inherited attributes.</td>
</tr>
<tr>
<td>MIF = NIM/NIM+NDM (Method Inheritance Factor)</td>
<td>MIF is defined as the ratio of the Number of Inherited Methods (NIM) to Number of Inherited Methods (NIM) and the Number of Defined Methods (NDM) in the class.</td>
</tr>
<tr>
<td>AIF = NIA/NIA+NDA (Attributes Inheritance Factor)</td>
<td>AIF is defined as the ratio of the Number of Inherited Attributes (NIA) to the Number of Inherited Attributes (NIA) and the Number of Defined Attributes (NDA) in the class.</td>
</tr>
<tr>
<td>CF = NAC/NPC (Coupling Factor)</td>
<td>NAC is the Number of Actual Couplings with other classes. NPC is the Number of Possible Couplings of this class with other classes of the system. Inheritance is excluded in determining the couplings.</td>
</tr>
<tr>
<td>LCF = NDMP/NPMP (Lack-of-Cohesion Factor)</td>
<td>NDMP is the Number of Dissimilar Method Pairs in the class and NPMP is the Number of Possible Method Pairs in the class. If two methods access one or more common attributes, then these two methods are similar. And if two methods have no commonly accessed attribute then these two methods are dissimilar.</td>
</tr>
</tbody>
</table>

This method is a “straightforward method” for execution of object-oriented design metrics called “procedure based metrics system” [92, 93, 94] and it adopts the quality attributes of the object-oriented design which are measured using design properties relationships. This procedure based approach finds the quality effectiveness of the design and yields a value to each of the attributes.

Figure 1 shows the algorithm for measuring the quality of the object-oriented design in software engineering [94]. The set of design quality attributes measured by the proposed RBSM suite of metrics are functionality, understandability, effectiveness, flexibility, extendibility and reusability. This procedure identifies the design properties of an object-oriented design using the metrics encapsulation, inheritance, coupling, cohesion and complexity and form the design metrics-quality attribute relationship as shown in Table II. It gives consolidation of different steps and it shows the relationships of design properties to design attributes, the range values, desired values and the metrics to quality of design attributes [94].

The Table III shows the computation formula and weighted formula for quality attributes of design derived from the quality attributes [94] as given in step 6 of Figure 1. This procedure based system closely examines the
quality of the design based on design properties to design attributes, computed formula and modifies the individual classes if necessary and identifies if any class has unacceptable desired values.

<table>
<thead>
<tr>
<th>Design Metric</th>
<th>Range</th>
<th>Desired Value</th>
<th>Design Property</th>
<th>Quality Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPCF</td>
<td>0 to 1</td>
<td>1</td>
<td>Complexity</td>
<td>Functionality, Reusability</td>
</tr>
<tr>
<td>APCF</td>
<td>0 to 1</td>
<td>1</td>
<td>Encapsulation</td>
<td>Understanding, Effectiveness, Flexibility</td>
</tr>
<tr>
<td>MIF</td>
<td>0 to 1</td>
<td>0</td>
<td>Inheritance, Abstraction</td>
<td>Effectiveness, Extendibility</td>
</tr>
<tr>
<td>AIF</td>
<td>0 to 1</td>
<td>0</td>
<td>Inheritance, Abstraction</td>
<td>Effectiveness, Extendibility</td>
</tr>
<tr>
<td>CF</td>
<td>0 to 1</td>
<td>0</td>
<td>Coupling</td>
<td>Functionality, Understanding, Flexibility, Reusability</td>
</tr>
<tr>
<td>LCF</td>
<td>0 to 1</td>
<td>0</td>
<td>Cohesion</td>
<td>Understanding, Reusability</td>
</tr>
</tbody>
</table>

The comprehensive object-oriented design metrics suite has the following advantages and achievements over previous metrics available in literature:

1. The complete metrics set having the range and desired values for measuring the design.
2. The range value for each metric is between 0 and 1 hence result oriented.
3. The computation formula values between 0 and 1 hence result oriented.
4. The procedure followed is simple, clear, understandable, unambiguous and consistent.
5. The procedural approach (Straightforward Method) is given for execution of software metrics in easy manner.

### III. THE CHIDAMBER AND KEMERER METRICS FOR OBJECT-ORIENTED DESIGN METRICS

The metrics suite for object-oriented design proposed by Chidamber, S.R., and Kemerer, C.F. [24, 72, 90] is one of the most widely used and refereed class level object-oriented design metrics [86, 94]. The Chidamber and Kemerer metrics are often popularly referred to in literature as “C-K metrics” [90]. The C-K metrics suite invoked great enthusiasm among researchers and software engineers, and an enormous amount of empirical studies have been conducted to evaluate those metrics. A set of six metrics suite for object-oriented design proposed by Chidamber and Kemerer is shown in Figure 2. This section analyses the six class-level object-oriented design metrics and their validations criteria used by them.
Chidamber and Kemerer adopted Weyuker’s properties of measures for validating their metrics [90, 100]. The Weyuker’s second property and eighth property are automatically satisfied for all object-oriented design metrics. Weyuker’s seventh property “Permutation” is only for traditional metrics and therefore seventh property is not considered for design metrics by Chidamber and Kemerer [24]. The remaining six properties are considered for metrics evaluation criteria for the C-K metrics suite. The properties are changed according to significant object-oriented design metrics. The six class-level metrics are analyzed and empirical studies had been conducted by various researchers. These six metrics are called WMC, DIT, NOC, CBO, RFC, and LCOM and are analysed and empirically evaluated in the different projects.

**C-K Metric 1: Weighted Methods per Class (WMC)**

**Definition:** Consider a Class C_i, with methods M_1, M_2…M_n that are defined in the class. Let c_1……c_n be the complexity of methods, then the weighted methods per class (WMC) is formally defined as:

\[ \text{WMC} = \sum_{i=1}^{n} c_i \]

All the methods of WMC complexity are considered to be unity, then WMC = n, the number of methods are weighted methods per class. For the sake of simplicity, C_i is assumed to be unity for all methods of WMC [25]. The \( C_i \) is a measure of the complexity of the method, such as the cyclomatic complexity [72]. In order to find WMC metric, there is no need to count indirect methods available through ancestors, friend, or inherited methods, as they are defined outside the class under consideration [26]. According to Briand, L.C., et al. the WMC metric comes under the size metric, which does not satisfy their properties of complexity measures [15]. WMC is not a complexity metric, particularly when \( C_i \) is assumed to be unity. The weighted least square model shows that WMC has a positive relationship with number of defects and indicates that increase in the number of methods is going to increase the number of defects [94]. According to validation of WMC, WMC metric satisfies the Weyuker’s properties 1,2,3,4 and 5. WMC metrics do not satisfy the property 6 of Weyuker’s properties of measures. This metrics give the total methods in the class as the result of WMC metric.

**C-K Metric 2: Depth of Inheritance Tree (DIT)**

**Definition:** Depth of inheritance of the class is the DIT metric for the class. In cases involving multiple inheritances, the DIT will be the maximum length from the node to the root of the tree.

The DIT metric is a measure of number of ancestors’ classes potentially affecting this class [58]. There are many important research study reports that say that there is almost no DIT inheritance in large projects [11, 25]. This apparent lack of use of inheritance illustrations depicts how care must be taken to actively manage projects in such a way as to achieve benefits aimed directly by object-oriented designers. The DIT metric will reflect the maintainability and complexity of the project as well as cost of the software [25]. In projects, when DIT is large, the probability of fault detection occurrence is more [11]. The DIT metric satisfies the Weyuker’s properties 1,2,3,4,5 and the property 6 is not satisfied by DIT metric.

**C-K Metric 3: Number of Children (NOC)**

**Definition:** NOC = Number of immediate subclasses subordinated to a class in the class hierarchy.

The NOC metric is a measure of number of subclasses that are going to inherit the methods of the parent class. According to Singh, P., et al. when the NOC metric value is high, it may require more testing [89]. Surprisingly, large NOC classes are less fault-prone when compared to classes with large DIT. The research
Qureshi, A.A. conducted a test on the complexity and cohesion of software. They proved inconsistencies of C- and Kemerer is approximately used in most empirical studies in software metrics field [81]. Salem, A.M., and have threshold effects at various risk levels [87]. The object-oriented design metrics proposed by Chidamber and Kemerer metrics and his empirical results in dicate that the C-K metrics concluded that the classes that exceed a threshold value can be selected for more testing to improve their programming languages [94]. Shatnawi, R. investigated the acceptable risk levels of object-oriented metrics and languages C++ and Java. They found that the effects of C-K metrics on defects vary across the two determining software defects. Their empirical study has been conducted for two popular programming economic variables [25]. Further, Subramanyam, R.S., and Krishnan, M.S. conducted an empirical systems. The empirical study results show that the metrics provided significant explanatory power for variations together to provide a specific piece of functionality. In object-oriented programming, the degree to which methods that implement a single function are described as having high cohesion [19]. High value of LCOM implies that classes should properly be split into two or more sub-classes and cohesiveness of methods within classes is desirable [94]. High LCOM value indicates disparities in functionality provided by the class [39]. High LCOM means higher rework effort will be needed [69]. Metrics that violate class cohesion properties are not well defined and the relatedness of class members is questionable [27, 28, 53]. A class with a large number of common parameter types in its methods is more cohesive than a class with less number of common parameter types in its methods [16, 54]. LCOM metric satisfies the Weyuker's properties and the property 6 is not satisfied by LCOM. The exploratory analysis of C-K metrics were conducted by Chidamber et al. The empirical study was conducted for productivity, rework effort, and design effort on three commercial projects [25, 29]. The reusability increases with increase in NOC [13]. The NOC metric satisfies the properties 1,2,3,4, and 5 of Weyuker’s properties and the property 6 is not satisfied by NOC.

**C-K Metric 4: Coupling Between Object classes (CBO)**

**Definition:** Coupling Between Object (CBO) for a class is a count of the number of other classes to which it is coupled.

The CBO metric relates to an object which is coupled with another object if one of them acts on the other, that is, methods of one use methods or instance variable of another. The couplings are many in number between any two classes which are treated as single coupling according to CBO. The excessive coupling between object classes is preventing its reuse and testing of various parts of a design is complex. The high levels of CBO metric values show managerially poor results and higher rework effort is needed. The significance of CBO is that since classes that have a large number of interconnections with other classes are likely to require greater understanding, it can be hypothesized that they will take more time to develop, test and modify [40, 94] and consequently the productivity levels for such classes may be lower [25].

**C-K Metric 5: Response For a Class (RFC)**

**Definition:** RFC = |RS| where RS is the response set for the class.

The response set of a class is a set of methods that can potentially be executed in response to a message received by an object of that class. RFC specifically includes methods called from outside the class and it is a measure of potential communication between the class and other classes. If the RFC value is high in projects then, testing and debugging of class become more complicated. The larger the RFC, the more is the probability of fault occurrence [56]. The RFC metric satisfies Weyuker’s properties and the property 6 is not satisfied.

**C-K Metric 6: Lack of Cohesion in Methods (LCOM)**

**Definition:** Consider a class \( C \) with \( n \) methods \( M_1, M_2, ..., M_n \). Let \( \{ I_1 \} = \text{set of instance variables used by methods } M_1 \). There are \( n \) such sets \( \{ I_1 \} ... \{ I_n \} \). Let \( P = \{ (I_i, I_j) \mid I_i \cap I_j = \emptyset \} \) and \( Q = \{ (I_i, I_j) \mid I_i \cap I_j \neq \emptyset \} \). If all \( n \) sets \( \{ I_1 \} ... \{ I_n \} \) are zero then let \( P = 0 \).

\[
\text{LCOM} = |P| - |Q|, \text{ if } |P| > |Q| = 0 \text{ otherwise}
\]

LCOM metric is the count of the number of method pairs whose similarity is 0 minus the method pairs whose similarity is not zero. The LCOM metric is approximately equal to the count of the number of method pairs that do not have common instance variable minus the count of method pairs that have common in the variable.

The cohesiveness is desirable if it is more in the class. LCOM is intimately tied to the instance variable and methods of a class. Cohesion measure exhibits some anomalies with respect to intuitive understanding of the attributes [14, 43]. The cohesion measure measures how well the lines of source code within a module work together to provide a specific piece of functionality. In object-oriented programming, the degree to which methods that implement a single function are described as having high cohesion [19]. High value of LCOM implies that classes should properly be split into two or more sub-classes and cohesiveness of methods within classes is desirable [94]. High LCOM value indicates disparities in functionality provided by the class [39]. High LCOM means higher rework effort will be needed [69]. Metrics that violate class cohesion properties are not well defined and the relatedness of class members is questionable [27, 28, 53]. A class with a large number of common parameter types in its methods is more cohesive than a class with less number of common parameter types in its methods [16, 54]. LCOM metric satisfies the Weyuker’s properties of 1, 2, 3, 4, and 5. The properties 4 and 6 are not satisfied by LCOM. The exploratory analysis of C-K metrics were conducted by Chidamber et al. The empirical study was conducted for productivity, rework effort, and design effort on three commercial systems. The empirical study results show that the metrics provided significant explanatory power for variations in the economic variables [25]. Further, Subramanyam, R.S., and Krishnan, M.S. conducted an empirical analysis of C-K metrics for design complexity and implications of software defects. They provided empirical evidence for supporting the role of design complexity metrics of Chidamber and Kemerer metrics for determining software defects. Their empirical study has been conducted for two popular programming languages C++ and Java. They found that the effects of C-K metrics on defects vary across the two programming languages [94]. Shatnawi, R. investigated the acceptable risk levels of object-oriented metrics and concluded that the classes that exceed a threshold value can be selected for more testing to improve their internal quality. He assessed the effectiveness of threshold values for the object-oriented metrics. He identified threshold values for the Chidamber and Kemerer metrics and his empirical results indicate that the C-K metrics have threshold effects at various risk levels [87]. The object-oriented design metrics proposed by Chidamber and Kemerer is approximately used in most empirical studies in software metrics field [81]. Salem, A.M., and Qureshi, A.A. conducted a test on the complexity and cohesion of software. They proved inconsistencies of C-
K metrics and found out that C-K cohesion metric does not distinguish between two classes which have different cohesiveness [77]. C-K metrics is one of the oldest and most reliable metrics among all available software metrics to evaluate object-oriented design. Kumari, R., and Jaspreet, studied Chidamber Kemerer metrics and identified few flaws of C-K metrics. They demonstrated the flaws of C-K metrics and as well as refinement of these metrics [61]. The following section describes another most referred object-oriented design metrics called Metrics for Object-Oriented Design metrics (MOOD).

IV. METRICS FOR OBJECT-ORIENTED DESIGN (MOOD) METRICS SUITE

The Metrics for Object-Oriented Design (MOOD) metrics was proposed by F. Brito e Abreu [1, 91]. These MOOD metrics set has been evaluated by Harrison, R., et al. [42] using the properties of measures proposed by eminent researchers Kitchenham, B., et al [57]. The MOOD metrics set is used to measure encapsulation, inheritance, coupling and polymorphism of the system is shown in Figure 3. These metrics are called MIF, AHF, AIF, CF, and PF. These six metrics set could be of use to projects as the metrics operate at system level, providing an overall assessment of a system [72, 91]. This section discusses the MOOD metrics [1, 91] and also explains validation criteria of Kitchenham’s properties [57] of measure.

MOOD Metric 1: Method Hiding Factor (MHF)

The Method Hiding Factor (MHF) and Attribute Hiding Factor (AHF) metrics were proposed jointly as measures of encapsulation. The encapsulation is to be related to compilation facilities and MIF and AHF metrics could be used for direct and indirect measures of encapsulation. In the MOOD metric set, both MIF and AHF use code visibility to measure information hiding.

The Method Hiding Factor (MHF) metric is a measure of encapsulation and is formally defined as:

$$MHF = \frac{\sum_{i=1}^{TC} \sum_{m=1}^{M_d(C_i)} (1 - V(M_{mi}))}{\sum_{i=1}^{TC} M_d(C_i)}$$

Where \(M_d(C_i)\) is the number of methods declared in a class \(C_i\) and \(TC\) is the total number of classes and as a result,

$$V(M_{mi}) = \frac{\sum_{j=1}^{TC} is \_visible(M_{mi}, C_j)}{TC - 1}$$

\(is \_visible(M_{mi}, C_j) = \begin{cases} 1 & \text{if } i \neq j, C_{may \ call \ M_{mi}} \\ 0 & \text{otherwise} \end{cases}\)

Therefore, for all classes, \(C_1, C_2, \ldots, C_n\) a method counts 0 if it can be used by another class and 1 if it cannot. The total for the system is divided by the total number of methods defined in the system, to give the percentage of hidden methods in the system. If the value of MHF is high, then it means all methods are private which indicates very little functionality. Thus it is not possible to reuse methods with high MHF. The MHF with low value indicates that all the methods are public that implies most of the methods are unprotected [80].

MOOD Metric 2: Attribute Hiding Factor (AHF)

The Attribute Hiding Factor (AHF) metric is to measure the attribute hiding and is formally defined as:

$$AHF = \frac{\sum_{i=1}^{TC} \sum_{n=1}^{A_d(C_i)} (1 - V(A_{ni}))}{\sum_{i=1}^{TC} A_d(C_i)}$$

Where \(M_d(C_i)\) is the number of attributes declared in a class \(C_i\) and \(TC\) is the total number of classes and thus,

$$V(A_{ni}) = \frac{\sum_{j=1}^{TC} is \_visible(A_{ni}, C_j)}{TC - 1}$$

\(is \_visible(A_{ni}, C_j) = \begin{cases} 1 & \text{if } i \neq j, C_{may \ call \ A_{ni}} \\ 0 & \text{otherwise} \end{cases}\)

Therefore for all classes, \(C_1, C_2, \ldots, C_n\) an attribute counts 0 if it can be used by another class and 1 if it cannot. The definitions of MHF and AHF cause discontinuities for systems with only one class. The Method Hiding Factor and Attribute Hiding Factor metrics are used for measures of encapsulation. Assuming that these metrics discontinuity is taken into account, MIF and AHF meet three of four criteria for direct measures as proposed by Kitchenham et al. [57]. Kitchenham’s properties [57] 1, 2 and 4 are satisfied by MIF and AHF metrics. The property 3 states that ‘each unit of an attribute contributing to a valid metric is equivalent’. This says that all the methods and the attributes are equivalent, as far as information hiding is concerned. However, MIF and AHF
are intended to measure the relative amount of information hiding and not the quality of information hiding design decisions and therefore property 3 is also satisfied. The criteria for indirect metrics are also satisfied by these two metrics. In the object-oriented system, if the value of AHF is high, it means all attributes are private which indicates very little functionality. Thus it is not possible to reuse attributes with high AHF. The low value of AHF metrics indicates that all attributes are public, that means most of the attributes are unprotected [80].

**MOOD Metric 3: Method Inheritance Factor (MIF)**

The Method Inheritance Factor (MIF) [1, 72] is a measure of inheritance properties and formally defined as:

$$MIF = \frac{\sum_{i=1}^{TC} M_a(C_i)}{\sum_{i=1}^{TC} M_a(C_i)}$$

Where, $M_a(C_i) = M_d(C_i) + M_i(C_i)$, TC is the total number of class, $M_a(C_i)$ is the number of methods that can be involved in association with $C_i$, $M_d(C_i)$ is the number of methods declared in the class, and $M_i(C_i)$ is the number of methods inherited in the class. In the MIF metric, for each class $C_1$, $C_2$,...,$C_n$, a method counts as 0 if it has not been inherited and 1 if it has been inherited.

**MOOD Metric 4: Attribute Inheritance Factor (AIF)**

The Attribute Inheritance Factor (AIF) is a measure of inheritance properties metric and it is formally defined as:

$$AIF = \frac{\sum_{i=1}^{TC} A_a(C_i)}{\sum_{i=1}^{TC} A_a(C_i)}$$

Where $A_a(C_i) = A_d(C_i) + A_i(C_i)$ and TC is total number of classes, $A_a(C_i)$ is the number of attributes that can be involved in association with $C_i$, $A_d(C_i)$ is the number of attributes declared in the class and $A_i(C_i)$ is the number of attributes inherited in the class. In AIF metric, for each class $C_1$, $C_2$,...,$C_n$, an attribute counts as 0 if it has not been inherited and 1 if it has been inherited. The total AIF for the system is divided by the total number of attributes, including any which have been inherited. The MIF and AIF metrics measure directly the number of inherited methods and attributes respectively as a proportion of the total number of methods or attributes. The MIF and AIF satisfy the properties 1, 2, 3 and 4 of direct measures of validation properties. Thus, MIF and AIF metrics are valid for direct measure of inheritance factor [91].

**MOOD Metric 5: Coupling Factor (CF)**

The Coupling Factor (CF) metric is a measure of coupling and proposed as a measure of coupling between classes excluding coupling due to inheritance [1, 42]. The coupling factor metric has been defined as:

$$CF = \frac{\sum_{i=1}^{TC} \sum_{j=1}^{TC} \text{ is } \_ \_ \text{ client}(C_i, C_j)}{TC^2 - TC}$$

Where, 
$$\text{ is } \_ \_ \text{ visible}(C_c, C_s) = \begin{cases} 
1 & \text{iff } C_c \to C_s \land C_c \neq C_s \\
0 & \text{otherwise}
\end{cases}$$

And the $C_c \Rightarrow C_s$ represents the relationship between a client class $C_c$ and a supplier class $C_s$. The coupling factor is calculated by considering all possible pairwise sets of classes, and whether the classes in the pair are related, either by message passing or by semantic association links. These relationships are considered to be
equivalent as far as coupling is concerned. The coupling factor metric satisfies properties of direct measures. Therefore CF is a direct measure of the size of a relationship between two classes and for all pairwise relationships between classes in a system. A high level interclass coupling will have a high CF value. The coupling between modules is more difficult to understand, change, and correct these modules and thus making the software system more complex. A good software system should exhibit low coupling between its units [55]. There are different programs that could have the same CF value then in which case they could exhibit the same amount of coupling. Thus coupling factor satisfies the valid direct measure of inter-class coupling also.

MOOD Metric 6: Polymorphism Factor (PF)

The Polymorphism Factor (PF) metric is proposed for a measure of polymorphism in object-oriented environment. The PF metric is formally defined as:

\[
PF = \frac{\sum_{i=1}^{TC} M_o(C_i)}{\sum_{i=1}^{TC} [M_n(C_i) \times DC(C_i)]}
\]

where \(M_o(C_i) = M_n(C_i) + M_a(C_i)\) and TC is the total number of classes and \(M_n(C_i)\) is the number of new methods and \(M_a(C_i)\) is the number of overriding methods and DC \((C_i)\) is the descendants count. In the MOOD metrics, polymorphism factor is the number of methods that redefine inherited methods, divided by the maximum number of possible distinct polymorphic situations. The denominator includes, as a multiplicator, the number of descendant classes of a base class. Therefore, the value of PF for a system without any inheritance will always be undefined. Thus, the metric exhibits an unexpected discontinuity, giving an undefined result where a result of 0 would have been expected. Thus, PF is not a valid metric. If the PF metric discontinuity is removed, then it would be theoretically a valid metric. These six object-oriented design metrics refer to a basic structural mechanism of the encapsulation - MHF and AHF metrics, inheritance - MIF and AIF metrics, message-passing - CF metric and polymorphism - PF metric, for system level object-oriented design measurement. Olague, H.M., et al. (2007), conducted an empirical study of MOOD metrics suite. They conducted an empirical research and they also empirically validated MOOD metrics. They have implemented metrics in commercial tools. They compared individual MOOD metrics with the Chidamber and Kemerer metrics also [70]. Sarkar, S., et al. conducted research study on MOOD metric set and they identified attribute hiding factor and method hiding factor metrics are measuring the extent of encapsulation and both are defined as the ratio of the attributes and methods that are visible in a class [78, 79]. Jassim, F., and Altaani, F. conducted the study on MOOD metrics using a statistical approach and they used linear regression model to find the relationship between factors of MOOD metrics and their influences on object-oriented software measurements [44].

V. THE LORENZ AND KIDD OBJECT-ORIENTED METRICS

The Lorenz and Kidd proposed a set of metrics to measure object-oriented systems [64, 65, 72]. This section discusses the Lorenz and Kidd metrics and their significance on object-orientation. Lorenz and Kidd proposed class based metrics into four categories as size, inheritance, internals and externals (Figure 4). The size metrics are proposed for object-oriented class and which count the attributes and operations for individual class and average values for system. The inheritance metrics are proposed for operations, internals metrics are proposed for cohesion and external metrics are proposed for coupling [82]. Lorenz and Kidd metrics are called AC, MC, NOO, NOA, SI, AOS and ANP.

L-K Metric 1: Attribute Count (AC)

The Attribute Count (AC) metric is the total number of attributes in a class. Both inherited attributes and the attributes defined in the class are counted for AC. A large number of attributes indicates that the class has too many properties in it.

L-K Metric 2: Method Count (MC)

The Method Count (MC) metric is the total number of methods in a class. Both inherited methods and the methods defined in the class are counted for MC.

L-K Metric 3: Number of Operation Overridden by a Subclass (NOO)

The Number of Operation Overridden by a subclass (NOO) metric is the total number of operations overridden by a subclass. There are occasions, a subclass replaces an operation inherited from its superclass with a specialized version of its own use and it is called as “overriding”. The large value of NOO indicates that there is a problem in design and this should result in unique new method names. The number of operations overridden by a subclass metric value is high then testing is more in object-oriented software and that can be difficult to modify it. NOO metric of Lorenz and Kidd [64, 65, 72] is similar to polymorphism metric of the MOOD set [1].
L-K Metric 4: Number of Operations Added by a Subclass (NOA)

The Number of Operations Added by a subclass (NOA) metric is the total number of specialized methods and attributes added by a subclass.

The large values of NOA generally indicate that the subclass drifts away from the abstraction implied by the super class. In general, as the depth of the class hierarchy increases, the value for NOA at lower levels in the hierarchy should go down.

L-K Metric 5: Specialization Index (SI)

The Specialization Index (SI) metric is proposed for indication of degree of specialization of each of subclasses in system. The Specialization Index (SI) metric can be defined as:

\[ SI = \frac{NOO \times Level}{MC} \]

Where NOO is the number of operations overridden by a subclass and Level is the level in the class hierarchy at which the class resides and MC is the total number of methods for the class. This is same as DIT metric of Chidamber and Kemerer metrics [24]. Specialization can be achieved by adding or deleting operations or by overriding. A high value of SI indicates that the class hierarchy has classes that do not conform to the superclass abstraction.

L-K Metric 6: Average Operation Size (AOS)

The Average Operation Size (AOS) metric is the average of the number of messages sent by each method of the class. This metric is quite similar to RFC metric of Chidamber and Kemerer metric [24]. As the number of messages sent by a single operation increases, it is likely that responsibilities have not been well allocated within a class.

L-K Metric 7: Average Number of Parameters per method (ANP)

The Average Number of Parameters per method (ANP) metric is the average of the number of parameters passed to each of the methods of the class. The larger the number of operation parameters, the more complex the collaboration between objects. In general, average number of parameters per operation should be kept as low as possible.

VI. REVIEWS ON OBJECT-ORIENTED METRICS AND SOFTWARE MEASUREMENT IN SOFTWARE ENGINEERING

The improvement of the management process depends upon ability to identify, measure, and control essential parameters of the development process. This is achieved through effective software metrics and the measurement of the essential parameters of software development. The demand for efficient software is increasing day by day and object-oriented design technique is able to fulfill this demand because it is the most powerful mechanism to develop efficient software systems. This section reviews the major object-oriented metrics and their significances. Most of the work in software industry is related to maintenance. The maintainability of a software system is desirable and it is an important characteristic [34, 35]. Kanmani, S., et al. proposed external system characteristics assessment using object-oriented inheritance metrics. They proposed the methodology to measure the C++ source code through inheritance matrix representation [49].

Bansiya, J., and Davis, C.G. proposed a set of metrics for object-oriented design called “Quality Model for Object-Oriented Design (QMOOD)” [10, 94]. This is a hierarchical model for the assessment of high level design quality attributes of object-oriented design which is called as QMOOD. This model evaluates the structural and behavioral design properties of classes, objects and their relationships using a suite of object-oriented design metrics. This hierarchical model relates design properties of encapsulation, modularity,
coupling, and cohesion to high-level quality attributes such as flexibility, reusability and complexity. The relationship from design properties to quality attributes are weighted in accordance with their influence and importance. A key attribute of the model is that it can be easily modified to include different relationships and weights. The model is empirically validated on large commercial object-oriented systems.

Aggarwal, K.K., et al. proposed a model for integrated complexity measurement for measuring the software complexity based on lines of code, average variable statement, cyclomatic complexity and degree of control nesting [3]. Chae, H.S., et al. presented an approach for improving the cohesion by considering the characteristics of the dependent instance variables in an object-oriented program. They investigated the effects of dependent instance variables on cohesion metrics for object-oriented programs and they proposed an approach to identifying the dependency relations among instance variables [18]. Aggarwal, K.K., et al. proposed two design metrics for object-oriented software and these metrics are analytically evaluated against Weyuker’s properties of measures [4].

Aggarwal, K.K., et al. conducted an investigation on 22 metrics proposed by various researchers and applied these metrics on projects for empirical study [5]. Sarkar, S., et al. proposed a set of metrics that measure the quality of modularization of a non-object-oriented software system. They proposed design principles to capture the notion of modularity and they defined metrics centered on principles. Their metrics characterize the software from a variety of perspectives as structural, architectural, and notions such as the similarity of purpose and commonality of goals. Their metrics are based on information-theoretic principles and tested their metrics on popular open-source systems [79]. Aggarwal, K.K., et al. conducted effect of design metrics on fault proneness in object-oriented systems. They empirically investigated the relationship between object-oriented design metrics and fault-proneness of object-oriented systems [6].

Sarkar, S., et al. proposed 13 metrics for measuring the modularization of large-scale object-oriented software. Their 13 metrics characterise the quality of modularisation with respect to such object-oriented inter-module dependencies [78]. Alghamdi, J.S. presented a scheme for measuring coupling between program components. His scheme makes the measurement of coupling easier by breaking it down into two major steps and provides a systematic procedure for each step [8]. Kaur, K., and Singh, H. validated component based software development on reuse of software components. They have validated object-oriented metrics to measure structural properties of commercial software components [52]. Bawane, N., and Srikrishna, C.V. proposed a metric for software and the process of selecting the metrics that support the goal of measuring design and code quality [12]. Kaur, K., and Singh, H. conducted a study on system behavior for object-oriented systems using metrics. They conducted empirical studies using two object-oriented languages [53]. Object-oriented metrics can play an important role in object-oriented software development. The object-oriented metrics are important in the development of successful software applications [31]. Ma, Y.T., et al. (2010), proposed a hierarchical set of metrics for coupling and cohesion. They conducted empirical study on 12 open-source object-oriented software systems for validating their set. Their experimental results show the correlations between cross-level metrics and they provided more effective information about fault-prone classes in practice [66]. Kumar, S.A., et al. proposed the significance of software metrics to quantify design and code quality and discussed on the needs of development and implementation of metrics [62].

Okike, E. presented a pedagogic evaluation about the Chidamber Kemerer LCOM metric using field data from three industrial systems. They suggested that the LCOM metric measures class cohesiveness and appropriateness in the determination of properly and improperly designed classes [68]. Babu, S., and Parvathi, R.M.S. proposed an approach to the computation of dynamic coupling measures in distributed object-oriented systems. The motivation of measures is to complement existing measures that are based on static analysis by actually measuring coupling at runtime in the hope of obtaining better decision and prediction models [9]. Ahmed, M., and Shaoba, M. proposed design metrics to measure real time environment and the aim of the set of new metrics is to measure the design before handing over to the implementation team [7]. The measurement can distinguish the characteristics of entity from another by analysis and drawing the conclusion that software metrics are used to measure the attributes of an entity. It is accepted that quality of software product is strongly dependent on the quality of its design [83, 88] Yadav, A., and Khan, R.A. proposed coupling metrics for complexity normalization. They proposed a method to improve reliability of object-oriented design by normalizing complexity which is closely correlated with coupling and coupling complexity normalization (CCN) metric is used to minimize complexity of object-oriented design [99].

Chhikara, A., and Chhillar, R.S. proposed an aspect-orientated object-oriented metrics. Aspect-Oriented Paradigm is the emerging paradigms that promise to enhance software design and promotes reuse. Their research studies the object-oriented metrics and how the introduction of aspects affects these metrics [22]. Chhikara, A., et al. conducted the impact of different types of inheritance on the object-oriented software. Their research paper focused on effects of inheritance on object-oriented environment [23]. Gandhi, P., and Bhatia, P.K. proposed two metrics called Message Received Coupling (MRC) and Degree of Coupling (DC) metrics for the automatic detection of design problems along with an algorithm to apply these metrics to redesign an object-
oriented source code. They designed a Method Calling Graph for calculating the value of proposed metrics [38]. Sharma, R., and Chhillar, R.S. discussed the merits and demerits of various metrics. They proposed a new system for measuring the goodness of implementation phase. The concept of object-oriented metrics has also been explored [84]. Sharma, A.H., et al. presented a review of the quality metrics suites of CK, MOOD, and LK metrics. They select some metrics and discard other metrics based on the definition and capability of the metrics [86].

Reda, S., et al. presented a methodology for software design quality assessment. Their methodology helps the designer to measure and assess the changes in design due to design enhancements. They illustrated the methodology using practical software design examples and analyzed its utility in industrial projects [75]. Kumar, R., and Gupta, D., proposed heuristics for object-oriented metrics. They proposed heuristics for CK, MOOD, and LK object-oriented metrics [60]. Krishnaiah, R.V., and Prasad, B.S. (2012), studied a suite of metrics for object-oriented design. The metric values have been calculated using a semi-automated tool. They analyzed the resulting values of CK and MOOD metrics and provided significant insight about the object oriented characteristics of the projects [59].

Dubey, S.K., and Rana, A. proposed a fuzzy model to quantify maintainability of object-oriented software system using Chidamber and Kemerer object-oriented metrics. The model takes object-oriented projects and evaluates its maintainability and fuzzy model is validated by using analytical hierarchy processing technique [32]. Dubey, S.K., et al. (2012), reviewed object-oriented metrics and they analyzed the difference between the object-oriented metrics and they studied object-oriented metrics which assures to reduce cost and the maintenance effort by serving as early predictors to estimate software faults [33]. Dash, Y, et al. (2012), studied artificial neural network and they explored the application of evaluate maintainability of the object-oriented software and they studied maintenance effort [30].

Chawla, M.K., and Chhabra, I. (2012), has conducted mapping of program characteristics into five structural complexity metrics and behavior of an information system. They applied and obtained results from three java based sorting programs [21]. Jyothi, V.E., et al. (2012), have studied agile software development refactoring to improve software quality and improve software internal structure without changing its behavior. They proposed an object-oriented software metric tool called “Metric Analyser” and the tool was tested on different codebases [47]. Gupta, A., et al. discussed the most commonly used metrics suite of CK, MOOD and LI on the basis of characteristic they measure. Further, they identified strengths and weaknesses of these metrics and concluded that none of the metrics suite is foolproof. Moreover, there is no single metric that can measure all the aspects of an object-oriented System [41]. Sharma, A.K., et al. reviewed the metrics of CK, MOOD, and LK metrics. They analyzed the metrics and recommended that are useful in evaluation of software quality [85].

Patidar, K., et al. (2013), presented a measurement of the coupling and cohesion between objects that measures the association between numbers of classes, check the direct dependencies, indirect dependencies, I/O dependencies, number of out and in metrics in object-oriented programming [71]. Michura, J., et al. proposed a set of metrics to quantify and measure the attributes. They proposed complexity metrics which are used to determine the difficulty in implementing changes through the measurement of method complexity, method diversity, and complexity density [67]. Lamrani, M., et al. (2013), presented an approach to express software design metrics based on a formal definition of the UML Meta model. They applied their approach to the well known suite of metrics called the CK metrics and MOOD metrics [63]. Chawla, S. (2013), has reviewed the set of MOOD and QMOOD metrics sets and they discussed the usefulness of each metrics [20]. Kaur, A., and Kaur, P.J. (2013), studied class cohesion metrics measured during the design phase to predict software quality. They used cohesion to evaluate class based on the information that is available during design phases [50].

VII. CONCLUSION

The design metrics play an important role in helping designer and developers to understand design aspects of software and it improves the software quality and productivity. In general, object-oriented metrics serve many purposes for software engineers and software metrics are used by the project manager, developer, and tester in assuring the quality of the software products. In today’s software development environment, object-oriented design and development is important and there is strong relationship between the object-oriented metrics and the testability efforts in object-oriented system. This paper has analyzed the most referred object-oriented design metrics proposed by Chidamber and Kemerer, MOOD metrics set, and Lorenz and Kidd metrics. This paper also discussed the recently proposed “Comprehensive Metrics” suite for object-oriented design quality assessment and the review of object-oriented metrics proposed by various researchers and their significances are also outlined. The use of existing metrics and development of new metrics will be important factors in future software engineering process and product development [37, 46, 93, 94]. In future, research work will be based on using software metrics in software development for the improvement of the time schedule, cost estimates and quality and can be improved through software metrics.
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