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Abstract—in a realm of ever-increasing Internet connectivity, together with swelling computer security 

threats, security-cognizant network applications technology is gaining widespread popularity. Packet 
classifiers are extensively employed for numerous network applications in different types of network 
devices such as Firewalls and Router, among others. Appreciating the tangible performance of 
recommended packet classifiers is a prerequisite for both algorithm creators and consumers. However, 
this is occasionally challenging to accomplish. Each innovative algorithm published is assessed from 
diverse perceptions and is founded on different suppositions. Devoid of a mutual foundation, it is virtually 
impossible to compare different algorithms directly. In the interim, it too aids the system implementers to 
effortlessly pick the most suitable algorithm for their actual applications.  

Electing an ineffectual algorithm for an application can invite major expenditures. This is particularly 
true for packet classification in network routers, as packet classification is fundamentally a tough 
problem and all current algorithms are constructed on specific heuristics and filter set characteristics. 
The performance of the packet classification subsystem is vital for the aggregate success of the network 
routers.  

In this study, we have piloted an advanced exploration of the existing algorithms to provide a 
comparative evaluation of a number of known classification algorithms that have been considered for 
both software and hardware implementation. We have explained our earlier suggested DimCut packet 
classification algorithm, and related it with the BV, HiCuts and HyperCuts decision tree-based packet 
classification algorithms with the comparative evaluation analysis. This comparison has been carried out 
on implementations based on the same principles and design choices from different sources. Performance 
measurements have been obtained by feeding the implemented classifiers with a large number of random 
Rules and Packets in the same test scenario. 
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INTRODUCTION 

Packet classifiers are extensively used for a variety of network applications, of which several are correlated to 
quality of service (QoS) provisions, and therefore in numerous varieties of network devices. Large scale packet 
classification has become a key element of network security systems and Firewalls needing to classify packets, 
where the speed of decision making, to accept or reject, is of utmost significance. 

The foremost task of a firewall is to scrutinize and select the network traffic in accordance with the 
designated security policy. Typically, the security policy and rules are encoded manually by a system 
administrator to stipulate an action for traffic flows, and, therefore, specify how to process the traffic. The 
security policy system spells out the progression of the network traffic. Packet classifiers are extensively 
employed in IP networking where procedures customarily comprise one or more packet header fields. A packet 
classifier must compare header fields of each inward packet against a set of rules [1][2][3][4]. The packet header 
fields generally consist of the source IP address, the destination IP address, the transport protocol, the source 
port, and the destination port, which can be an exact prefix and range. Each filter R[i] has an allied action that 
governs how a packet P is handled if P matches R[i]. Filters can overlap; hence, a packet can match multiple 
filters, but the one with the highest priority among all the equivalent filters is selected as the best matching filter. 
Customarily, the filter’s position in an ordered list of filters defines its priority [1][5]. 
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Another feature that can assist a faster packet classification is using multi-processing and multi-threading. 
OpenMP (Open Multi-Processing) is well-thought-out as an execution of multithreading. The threads run 
parallel with the runtime environment, assigning threads to varied processors. We have used the OpenMP API 
commands and functions that support C programing language to implement the DimCut and called it the 
DimCut T [6]. 

In this study, we have elucidated our erstwhile recommended DimCut packet classification algorithm, and 
compared DimCut and DimCut T with the HiCuts, HyperCuts and BV decision tree-based packet classification 
algorithms. The proposed improvements have been corroborated by simulated trials. 

The rest of the paper is organized as follows: Section One reviews some related works on the various 
algorithms studied to capture their advantages and disadvantages. Section Two explains the BV, HiCuts, 
HyperCuts, DimCut and DimCut T algorithms. Section Three deals with the implementation objectives. Section 
Four tabulates and examines the results of the comparative assessment of our experiments and findings. Section 
Five is a summary of our contributions and conclusion. 

I. LITERATURE REVIEW 

A packet classifier must correlate header fields of all incoming packets against a set of rules containing the 
security policies. Packet classification aims at pursuing the best matching filter for a given packet header. In the 
multidimensional packet classification, trade memory is used for better speed and performance. When the 
number of rules increases, the result is inadequate, either towards search time or memory usage 
[7][8][9][10][11][12][13]. 

The bit vector search algorithm is derived on the basis of filter set intersecting, as it is easier to match a part 
of filter at a time than to match the entire filter all together. The packet header can be split into substrings and 
matched with a subset of rules, whose intersection will give a rule to match the whole packet header [14]. 

Baboescu, Singh, and Varghese are researchers who have proposed Extended Grid-of-Tries (EGT) which 
fundamentally withstands multiple fields. It is notable that the EGT modifies the switch pointers to jump 
pointers that maneuver the search to all feasible matching filters, rather than only to the filters with the longest 
matching destination and source address prefixes [15]. Woo’s modular packet classification, Multidimensional 
Cuttings (HyperCuts) and Hierarchical Intelligent Cuttings (HiCuts), employs filter set splitting method in 
algorithms, where the preprocessing of rule sets utilizes the strategy of cutting of the multi-dimensional space 
recursively to construct the decision tree [1][12][15]. 

Tuple Space Search (TSS) is based on filter set grouping, where filters in a set are rearranged into separate 
subsets with definite common features. Lookups can be conducted in each of these slighter subsets in parallel. 
The proper match is extracted from the results of all the lookups. Lookups in each tuple can be organized 
through a basic hash table [16][17]. 

Many researchers have examined and illustrated the problems of packet classification, and several solution 
algorithms have been suggested, but it still remains problematic, leaving innumerable opportunities to improve 
algorithm performance in the existing algorithms [4][18][19]. 

 

II. BIT VECTOR, HICUTS, HYPERCUTS AND DIMCUT ALGORITHMS 

A. Bit Vector 

The linear understanding of packet classification divulges some basic concepts in what manner the data 
configurations can be created and how to characterize packet filters. In geometric view, several algorithms take 
on either ‘cutting’ or ‘projection’ techniques in multidimensional space to preprocess filter sets. The ‘cutting 
technique’ portions the space into smaller sections at designated vantage points. This procedure helps to contract 
the latitude of the search. The ‘projection technique’ plans the end-points of ranges to each dimensional axis. 
Two contiguous points outline an elementary intermission that is completely encompassed by a distinctive 
subset of filters. ‘Projection technique’ has advanced granularity than the ‘cutting technique’ and can, therefore, 
distinguish filters in a superior manner. However, locating an elementary interval by this technique is more 
challenging than tracing a sub-region by the ‘cutting’ technique. The decision tree-based algorithms typically 
apply the ‘cutting’ technique, while the decomposition-based algorithms customarily utilize the ‘projection’ 
technique. 

The Bit Vector (BV) algorithm is a decomposition-based algorithm that characterizes the subset of filters for 
each partial match by means of bit vectors. The filter set intersecting notion is that it is easier to match a partial 
filter, rather than the entire filter, at one time. Therefore, when the packet header is divided into a set of 
substrings, then each substring can match a subset of filters. The intersection of these subsets is precisely the 
filters matching the total packet header [14]. 

Consider the example in 2D filter set; shown in “Fig. 1”, each filter appears to be a rectangle on this 2D 
plane. The preprocessing step of the algorithm projects the edges of the rectangles to the corresponding axis, 
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Classification, Number of Search, Rule Memory access, Depth of the tree structure and Threshold. Each test has 
been repeated three times to work out the average amount for the final results. 

Multi-threading is a well-known programming and execution model that permits multiple threads to exist 
within the setting of a single process. We utilized multi-threading by using OpenMP to implement the DimCut 
and achieved better performance and results. 

The concluding findings and contributions have been illustrated in graphics for operational demonstration. 
We opine that DimCut can be a viable Packet Classification algorithm that delivers a robust execution, besides 
allowing room for system designers to substitute components, and as a result aid the research and design 
community overall. 

Further studies would, therefore, be necessitated to delve into more orderly systems for honing the 
configurable parameters, in order to upgrade the adaptive decision-tree construction procedures and rule set 
structure. 
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