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Abstract— The objective of this paper is two folds, first to derive a new series of third order methods for 
solving non-linear equation f(x)=0 involving third, fourth and fifth derivatives of f and secondly to 
compare the existing methods (for the solution of f(x)=0) having  various derivatives of f by calculating 
their time  estimates on different examples. It is seen that the new methods take the least time among all 
other methods in its own family of particular derivatives, using same value of tolerance as stopping 
criteria. 
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I. INTRODUCTION 

There has been considerable literature on derivation of high order methods involving first, second and third 
order derivatives of f(x) for solution of non-linear equation f(x)=0[1]. Most of the methods discussed in 
literature generally focus on two aspects, one order of the method and second its efficiency. 

In real time system many engineering and industry applications exists which needs solution of f(x) = 0 in 
minimal possible time, e.g. in rocket propulsion, one needs to solve a non-linear equation in least amount of 
time so that proper correction to the trajectory can be continuously maintained [2]. Thus solving such type of 
non-linear equations f(x) = 0 in minimum amount of time is essential. This aspect does not appear to have been 
considered anywhere in literature. One of the aspects of the paper is to compare several methods appearing in 
literature of order 2, 3 and 4 and having	݂ᇱ , ݂ᇱᇱ and ݂ᇱᇱᇱ  in their formula by establishing the time taken by a 
method to solve the equation using the same value of tolerance as stopping criterion. We find that in most cases 
the Newton’s method [1] perform better than all other methods having a single derivatives of f(x), whereas 
Halley’s method [3] perform best when ݂ᇱ  and ݂ᇱᇱ are known. We next derive a series of methods of order 3 
having derivatives	݂ᇱᇱᇱ , ݂௩ and ݂௩  , which perform better than all methods of its own family of derivatives. 
The rates of convergence of methods are proved. In the following we list some of the important methods 
existing in literature. 

Methods based on first derivatives: 

Method 1: The second order method 

ାଵݔ                                                         ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
                                                                                         

(1) 

Proposed by Newton Rapshon method in 1711 [1]. Its efficiency is 1.414. 
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Method 2: The forth order method  

ݕ                                                        ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ                               ൌ ݕ	 െ
ሺ௬ሻ

ᇲሺ௬ሻ
െ	

ଵ

ଶ
	ቂ
ሺ௬ሻ

ᇲሺ௬ሻ
ቃ
ଶ
ቂ
ᇲሺ௫ሻ

ሺ௫ሻ
ቃ ቂ

ᇲሺ௫ሻା	ᇲሺ௬ሻ

ᇲሺ௬ሻ
ቃ                                                     (2) 

is a two-step predictor-corrector type method, given by Noor and Gupta in 2007[4]. Its efficiency is 1.414. 

Method 3: The forth order method  

ݕ                                                        ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ                                          ൌ ݔ	 
ଵ

ᇲሺ௫ሻ
ቂ

మሺ௫ሻ

ሺ௬ሻିሺ௫ሻ
െ	

మሺ௬ሻ

ሺ௫ሻ
ቃ                                                                 (3) 

proposed by Maheshweri in 2009 [5]. Its efficiency is 1.5873. 

Method 4: The forth order method  

ݕ                                                        ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ                                                       ൌ ݔ	 െ
ଷሺ௫ሻ

ଶᇲሺ௫ሻ
		

ሺ௫ሻᇲሺ௬ሻ

ଶሾᇲሺ௫ሻሿమ
                                                               (4) 

 is a two-step iterative method, proposed by Noor-Hassan-Noor in 2007 [6]. Its efficiency is 1.5873. 

Method 5: The third order method  

ݕ                                                         ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ݖ                                                         ൌ 	െ
ሺ௬ሻ

ᇲሺ௫ሻ
 

ାଵݔ                                                       ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
	െ	

ሺ௬ା௭ሻ

ᇲሺ௫ሻ
                                                                    (5) 

is a three-step iterative method, proposed by Noor & Noor in 2006 [7]. Its efficiency is 1.31607. 

Method 6: The eighth order method  

ݕ                                                         ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ݖ                                                         ൌ ݔ	 െ ቂ
ሺ௬ሻ

ᇲሺ௫ሻ
ቃ ቂ

ሺ௫ሻିሺ௬ሻ

ሺ௫ሻିଶሺ௬ሻ
ቃ 

ାଵݔ              ൌ 	 ݖ െ
ሺ௭ሻ

ᇲሺ௫ሻ
	ቂ
ଵ

ଶ
	

ହమሺ௫ሻା଼ሺ௫ሻሺ௬ሻାଶమሺ௬ሻ

ହమሺ௫ሻିଵଶሺ௫ሻሺ௬ሻ
ቀ
ଵ

ଶ
	

ሺ௭ሻ

ሺ௬ሻ
ቁቃ                                                         (6) 

proposed by Wang & Lin in 2010 [8]. Its efficiency is 1.68179. 

Method 7: The third order method  

ݕ                                                         ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ                                                 ൌ ݔ	 െ
ሺ௫ሻቂଶାଷᇲ

మ
ሺ௫ሻିᇲሺ௫ሻᇲሺ௬ሻቃ

ᇲሺ௫ሻାଶᇲ
య
ሺ௫ሻାᇲሺ௬ሻ

                                                           (7) 

was referred by Chun & Kim [9] in 2010. Its efficiency is 1.44219. 
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Method 8: The third order method  

ݕ                                                         ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ                                                   ൌ ݔ	 െ
ଵ

ଶ
ቂ3 െ

ᇲሺ௬ሻ

ᇲሺ௫ሻ
ቃ
ሺ௫ሻ

ᇲሺ௫ሻ
                                                                        (8) 

was referred by Chun & Kim [9] in 2010. Its efficiency is 1.44219. 

 

The other methods based on second derivatives are: 

Method 1: The third order method 

ାଵݔ                                                         ൌ ݔ	 െ
ଶሺ௫ሻᇲሺ௫ሻ

ଶᇲ
మ
ሺ௫ሻି	ሺ௫ሻᇲᇲሺ௫ሻ

                                                                  

(9) 

derived by Halley [3] in 1998. Its efficiency is 1.44219. 

Method 2: The third order Chebyshev Method [1] is 

                                                                                    

ାଵݔ																																																					 ൌ ݔ	 െ
మሺ௫ሻᇲᇲሺ௫ሻା	ଶሺ௫ሻᇲ

మ
ሺ௫ሻ

ᇲ
య
ሺ௫ሻ

                                                                  

(10) 

Its efficiency is 1.44219.  

Method 3: The third order method  

ݕ                                                        ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ                                          ൌ ݔ	 	
ିᇲሺ௫ሻേ	ටᇲ

మሺ௫ሻି	ଶሺ௫ሻᇲᇲሺ௬ሻ

ᇲᇲሺ௬ሻ
                                                                  

(11) 

Is a two-step predictor-corrector type method, given by Noor & Noor in 2007 [10]. Its efficiency is 1.44219. 

Method 4: Noor & Noor gives a three step method  

ݕ                                                        ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ݖ                                                        ൌ 	െ
ሺ௬ି௫ሻమ

ଶᇲሺ௫ሻ
݂ᇱᇱሺݔሻ 

ାଵݔ                           ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
	െ

ሺ௬ି௫ሻమ

ଶᇲሺ௫ሻ
݂ᇱᇱሺݔሻ െ

ሺ௬ା௭ି௫ሻమ

ଶᇲሺ௫ሻ
݂ᇱᇱሺݔሻ                                                       

(12) 

 in 2007 [11]. 

Method 5: Noor gives another two step method  

ݕ                                                        ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ݖ                                                        ൌ 	െ
ሺ௬ି௫ሻమ

ଶᇲሺ௫ሻ
݂ᇱᇱሺݔሻ 

ାଵݔ                           ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
	–

ሺ௬ି௫ሻమ

ᇲሺ௫ሻ
݂ᇱᇱሺݔሻ 	െ

ଶሺ௬ሻ

ᇲሺ௫ሻ
	

ሺ௬ି௫ሻమᇲሺ௬ሻ

ଶᇲ
మሺ௫ሻ

݂ᇱᇱሺݔሻ 	
ሺ௬ሻᇲሺ௬ሻ

ᇲᇲ
మሺ௫ሻ
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ሺ௬ି௫ሻሺ௬ሻ

ᇲ
మሺ௫ሻ

݂ᇱᇱሺݔሻ 	
ሺ௬ି௫ሻయᇲᇲ

మ
ሺ௫ሻ

ଶᇲ
మሺ௫ሻ

                                                                       (13) 

 in 2007 [12]. 

Method 6: The third order method  

ݕ                                                         ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ                                       ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
െ	

ଵ

ଶ


మሺ௫ሻᇲᇲሺ௬ሻ

ᇲ
యሺ௫ሻ	ି	ሺ௫ሻᇲሺ௫ሻᇲᇲሺ௫ሻ

൨                                                      (14) 

is a two-step method, given by Rafis & rafiullah in 2009 [13].  Its efficiency is 1.31607. 

Method 7: The sixth order method  

ݕ                                                         ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ                                                 ൌ ݕ	 െ
ሺ௬ሻ

ᇲሺ௬ሻ
െ	

మሺ௬ሻᇲᇲሺ௬ሻ

ଶᇲ
యሺ௬ሻ

                                                                      (15) 

derived by Noor, Noor & momani in 2007 [14]. Its efficiency is 1.43096. 

Method 8: The third order method  

ାଵݔ                                                ൌ ݔ	 െ	
ሺ௫ሻᇲሺ௫ሻቂሺ௫ሻᇲᇲሺ௫ሻାଶା	ଶᇲ

మ
ሺ௫ሻቃ

ଶᇲ
మሺ௫ሻቂଵାᇲ

మሺ௫ሻቃି	ሺ௫ሻᇲᇲሺ௫ሻ	
                                                  

(16) 

was referred by Chun & Kim [9] in 2010. Its efficiency is 1.44219. 

Method 9: The third order method  

ାଵݔ                                               ൌ ݔ	 െ	
మሺ௫ሻᇲᇲሺ௫ሻା	ଶሺ௫ሻ	ᇲ

మ
ሺ௫ሻ

ଶᇲ
యሺ௫ሻ	

                                                                

(17) 

was referred by Chun & Kim [9] in 2010. Its efficiency is 1.44219. 

 

The methods based on fourth derivatives are 

Method 1: The fourth order method 

ݕ                                                        ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ାଵݔ           ൌ ݕ	 െ	ቂ
ሺ௬ି௫ሻమ

ଶᇲሺ௫ሻ
݂ᇱᇱሺݔሻ 	

ሺ௬ି௫ሻయ

ᇲሺ௫ሻ
݂ᇱᇱᇱሺݔሻ 	

ሺ௬ି௫ሻర

ଶସᇲሺ௫ሻ
݂௩ሺݔሻቃ                                                  

(18) 

proposed by Saeed & Aziz in 2008 [15]. Its efficiency is 1.319507. 

Method 2: The fourth order method 

ݕ                                                      ൌ ݔ	 െ
ሺ௫ሻ

ᇲሺ௫ሻ
 

ݖ                ൌ 	െ	ቂ
ሺ௬ି௫ሻమ

ଶᇲሺ௫ሻ
݂ᇱᇱሺݔሻ 	

ሺ௬ି௫ሻయ

ᇲሺ௫ሻ
݂ᇱᇱᇱሺݔሻ 	

ሺ௬ି௫ሻర

ଶସᇲሺ௫ሻ
݂௩ሺݔሻቃ 
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ାଵݔ        ൌ ݕ	 െ	ቂ
ሺ௬ା௭ି௫ሻమ

ଶᇲሺ௫ሻ
݂ᇱᇱሺݔሻ 	

ሺ௬ା௭ି௫ሻయ

ᇲሺ௫ሻ
݂ᇱᇱᇱሺݔሻ 	

ሺ௬ା௭ି௫ሻర

ଶସᇲሺ௫ሻ
݂௩ሺݔሻቃ                                        

(19) 

proposed by Saeed & Aziz in 2008 [15]. Its efficiency is 1.319507. 

 

II. THE PROPOSED METHODS 

By Taylor series, we have 

                                 f(ݔ+h) = f(ݔ) + h݂ᇱ(ݔ) + 
మ

ଶ!
݂ᇱᇱ(ݔ) + 

య

ଷ!
݂ᇱᇱᇱ(ݔ) + O(݄ସ)                                      

 Retaining on the right hand sides the terms up to ݄ଷ	and equating to 0, we have  

                                          f(ݔ+h) = f(ݔ) + h݂ᇱ(ݔ) + 
మ

ଶ!
݂ᇱᇱ(ݔ) + 

య

ଷ!
݂ᇱᇱᇱ(ݔ) = 0                             

(20) 

We replace one ‘h’ in the coefficient of ݂ᇱᇱ(ݔ) by Hally’s method’s ‘h’ given by [3]  

Whereas in coefficient of ݂ᇱᇱᇱ(ݔ), one ‘h’ is replace by h given as in Hally’s method [3] and one ‘h’ as in 
Newton-Rapshon method [1], and solving the resulting equation we obtain  

                                                          h = - 
ଷሺଶᇲ

మ
ିᇲᇲሻ	

ᇲ
య
ିᇲᇲᇲାమᇲᇲᇲ

                            

(21) 

Here                                     ݔାଵ  = ݔ - 
ଷሺଶᇲ

మ
ିᇲᇲሻ	

ᇲ
య
ିᇲᇲᇲାమᇲᇲᇲ

                                                                        (22)                          

we call this method is H3. Its efficiency is 1.31607. 

We expand equation (1) by taylor series for forth order as                          

             f(ݔ+h) = f(ݔ) + h݂ᇱ(ݔ) + 
మ

ଶ!
݂ᇱᇱ(ݔ) + 

య

ଷ!
݂ᇱᇱᇱ(ݔ) + 

ర

ସ!
݂௩(ݔ) + O(݄ହ)  = 0                             

(23)    

 In the coefficient of ݂ᇱᇱ(ݔ) in equation (4), take first ’h’ from HN method. In the coefficient of ݂ᇱᇱᇱ(ݔ), take 
first ‘h’ from H3 method, second ‘h’ from Halley’s method. In the coefficient of ݂௩(ݔ) , take first ‘h’ from H3 
method, second ‘h’ from Hally’s method  and third ‘h’ from Newton Rapshon method. Now solve the equation 
(4) for h that gives 

                                            h = - 
ସሺᇲ

య
ିᇲᇲᇲାమᇲᇲᇲሻ	

ଶସᇲ
ర
ିଷᇲ

మ
ᇲᇲା଼మᇲᇲᇲᇲାమᇲᇲ

మ
ିయೡ

                            

(24) 

 - ݔ =  ାଵݔ                                 
ସሺᇲ

య
ିᇲᇲᇲାమᇲᇲᇲሻ	

ଶସᇲ
ర
ିଷᇲ

మ
ᇲᇲା଼మᇲᇲᇲᇲାమᇲᇲ

మ
ିయೡ

                            

(25) 

We call this method H4. Its efficiency is 1.24573. 

In similar case we expand taylor series for fifth order, and put the values of ‘h’ 

 f(ݔ+h) = f(ݔ) + h݂ᇱ(ݔ) + 
మ

ଶ!
݂ᇱᇱ(ݔ) + 

య

ଷ!
݂ᇱᇱᇱ(ݔ) + 

ర

ସ!
݂௩(ݔ) + 

ఱ

ହ!
݂௩(ݔ) + O(݄)  = 0                           (26) 

Solve it and get h as 

                            h = - 
ହሺଶସᇲ

ర
ିଷᇲ

మ
ᇲᇲା଼మᇲᇲᇲᇲାమᇲᇲ

మ
ିయೡሻ	

ଵଶᇲ
ఱ
ିଶସᇲ

య
ᇲᇲାమᇲ

మ
ᇲᇲᇲାଽమᇲᇲᇲ

మ
ିଶయᇲᇲᇲᇲᇲିଵయᇲೡାరೡ

                            

(27) 
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 - ݔ =  ାଵݔ               
ହሺଶସᇲ

ర
ିଷᇲ

మ
ᇲᇲା଼మᇲᇲᇲᇲାమᇲᇲ

మ
ିయೡሻ	

ଵଶᇲ
ఱ
ିଶସᇲ

య
ᇲᇲାమᇲ

మ
ᇲᇲᇲାଽమᇲᇲᇲ

మ
ିଶయᇲᇲᇲᇲᇲିଵయᇲೡାరೡ

                            

(28) 

This method is called as H5. Its efficiency is 1.200849. 

 

Theorem: Consider for a nonlinear equation f(x) = 0, if f(x) is sufficiently differentiable, then the method H3 
converges with order 3. 

 Proof:     As given H3 method in equation (23) 

 - ݔ =  ାଵݔ	                                               
ଷሺଶᇲ

మ
ିᇲᇲሻ	

ᇲ
య
ିᇲᇲᇲାమᇲᇲᇲ

 

On substituting ݔ = ߝ + ߦ in this equation and expanding	݂ሺߦ	 	ߝሻ, ݂ᇱሺߦ	 	ߝሻ, ݂ᇱᇱሺߦ	 	ߝሻ and ݂ᇱᇱᇱሺߦ	 
 we obtain ,ߦ ሻ in Taylor’s series about the pointߝ	

 

  ߝ =ାଵߝ

- 

ۉ

ۈ
ۈ
ۈ
ۈ
ۈ
ۈ
ۈ
ۈ
ۈ
ۇ

ଷ	ሺకሻା	ఌᇲሺకሻା	
ഄమ

మ
ᇲሺకሻା⋯൨	

ቈଶቊᇲ
మ
ሺకሻା	ଶఌᇲሺకሻᇲᇲሺకሻା	ఌమቆᇲᇲ

మ
ሺకሻାᇲሺకሻᇲᇲᇲሺకሻቇା⋯ቋିቊఌᇲሺకሻᇲᇲሺకሻା	

ഄమ

మ ቆᇲᇲ
మ
ሺకሻାଶᇲሺకሻᇲᇲᇲሺకሻቇା⋯ቋ	

ቊᇲయሺకሻା	ଷఌᇲ
మሺకሻᇲᇲሺకሻା	ఌమቆଷᇲሺకሻᇲᇲ

మሺకሻା
యᇲ

మሺሻᇲᇲᇲሺሻ
మ ቇ…ቋି	

൞
ሺకሻᇲሺకሻᇲᇲሺకሻ	ା		൬ሺకሻᇲሺకሻᇲᇲᇲሺకሻ	ା	ᇲమሺకሻᇲᇲሺకሻାሺకሻᇲᇲమሺకሻ൰ା	

ഄమ

మ ൬ଶᇲమሺకሻᇲᇲᇲሺకሻା	ሺకሻᇲሺకሻᇲೡሺకሻାଷᇲሺకሻᇲᇲమሺకሻାଷሺకሻᇲᇲሺకሻᇲᇲᇲሺకሻ൰ା⋯
ൢ

ାቊమሺకሻᇲᇲᇲሺకሻ	ା	ఌ	൫మሺకሻᇲೡሺకሻ	ା	ଶሺకሻᇲሺకሻᇲᇲᇲሺకሻ൯ାఌమቆ
మሺሻೡሺሻ

మ
ା	ଶሺకሻᇲሺకሻᇲೡሺకሻାᇲమሺకሻᇲᇲᇲሺకሻାሺకሻᇲᇲሺకሻᇲᇲᇲሺకሻቇା⋯ቋ	ی

ۋ
ۋ
ۋ
ۋ
ۋ
ۋ
ۋ
ۋ
ۋ
ۊ

 

Put the value	݂ሺߦሻ ൌ 0, and simplifying it 

 - ߝ =  ାଵߝ
ఌ	ቄᇲ

య
ሺకሻቅା	ఌమ	ቄଽᇲ

మ
ሺకሻᇲᇲሺకሻା	ଷᇲ

మ
ሺకሻᇲᇲሺకሻቅା⋯

ᇲయሺకሻା	ఌ	ቄଵଶᇲ
మሺకሻᇲᇲሺకሻቅା	ఌమ	ቄଽᇲ

మሺకሻᇲᇲమሺకሻା	ସᇲమሺకሻᇲᇲᇲሺకሻቅା⋯
 

 – ߝ =  ାଵߝ
ଵ

ᇲయሺకሻ
൛6݂ᇱ	ߝൣ

యሺߦሻൟ 	ߝଶ	൛9݂ᇱ
మሺߦሻ݂ᇱᇱሺߦሻ  	3݂ᇱ

మሺߦሻ݂ᇱᇱሺߦሻൟ  ⋯ ൧ 

ቈ1  ߝ 	ቊ
2݂ᇱᇱሺߦሻ

݂ᇱሺߦሻ
ቋ 	ߝଶ ቊ

9݂ᇱᇱ
మሺߦሻ  	4݂ᇱᇱᇱሺߦሻ

6݂ᇱሺߦሻ
ቋ ⋯ 

ିଵ

 

ߝ - ߝ =  ାଵߝ െ	ߝଷ ൜
ସᇲᇲ

మ
ሺకሻ

ᇲమሺకሻ
	

ଽᇲᇲ
మ
ሺకሻାସᇲᇲᇲሺకሻ

ᇲሺకሻ
ൠ െ ܱሺߝସሻ൨ 

On neglecting ߝସ and higher powers of	ߝ , we get 

  ,ଷߝߙ =  ାଵߝ

Where ߙ ൌ 	
ସᇲᇲ

మ
ሺకሻ

ᇲమሺకሻ
	

ଽᇲᇲ
మ
ሺకሻାସᇲᇲᇲሺకሻ

ᇲሺకሻ
  

Thus H3 method has third order convergence. Similarly third order convergence of H4 and H5 methods can be 
proved.  
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III. NUMERICAL EXPERIMENT 

All computations were done on PC using UNIX 32-bit Operating System, GCC 4.6.0 compiler with Intel(R) 
Core(TM) i3 M330 processor and 4 GB RAM. We accept an approximate solution rather than the exact root. 
We use the following stopping criteria for computer programs.                             
(i) |ݔାଵ െ |ݔ ൏ 	10ିଵହ     (ii)	|	݂ሺݔሻ	| ൏ 	10ିଵହ and so on, when the stopping criterion is satisfied ݔାଵ  is 
taken as the exact root ߙ	computed.  

We use the following test functions to perform several methods of order 2, 3 and 4 available in literature 

(a)    ଵ݂ሺݔሻ =  ݔଵ – 1,                                        ݔ = 0.5,   1.0 = ߙ 

(b)   ଶ݂ሺݔሻ =  ሺݔ െ 2ሻଶଷ – 1,                               ݔ = 4.5,   3.0 = ߙ 

(c)    ଷ݂ሺݔሻ =	ሺݔ െ 3ሻଶ – ݁ଶ௫ିଷ – 3ݔ         ,11 + ݔ = 5.5,     2.272 = ߙ 

(d)   ସ݂ሺݔሻ  = ݁௫
మା௫ିଷ –	1,                               ݔ = 3.5,   3.0 = ߙ 

The numerical results presented in table show that the proposed methods in this contribution have at least equal 
performance with respect to time as compared with the other methods. Here ݔ represent the approximate 
starting value of root and IT represents the total number of iterations. In all the tables, the methods are given 
according its corresponding equation numbers in this paper. 

 

Table 1: Methods based on 1st derivative 

   Methods                ࢌ (sec)               ࢌ (sec)              ࢌ (sec)               ࢌ (sec) 

 Time(ିૠ)   IT Time(ିૠ) IT Time(ିૠ) IT Time(ିૠ) IT 

        2  51 14        36 9        18 5        21 5 

        3  Div        57 15        19 6       26 7 

        4  Div        69 19       25 8       33 9 

        5  Div      106 23       41 10       48 10 

        6  Div       39 8       16 4       19 4 

        1 (NRM)   69 43       46 26       17 11       22 12 

        7   Div       85 19       26 8       39 9 

        8   Div       84 19       26 8       39 9 

 

Table 2: Methods based on 2nd derivative 

   Methods                ࢌ  (sec)               ࢌ (sec)              ࢌ               ࢌ (sec) 

 Time(ିૠ)   IT Time(ିૠ) IT Time(ିૠ) IT Time(ିૠ) IT 

        2  51 14        36 9        18 5        21 5 
        3  Div        57 15        19 6       26 7 
        4  Div        69 19       25 8       33 9 
        5  Div      106 23       41 10       48 10 
        6  Div       39 8       16 4       19 4 
        1 (NRM)   69 43       46 26       17 11       22 12 
        7   Div       85 19       26 8       39 9 
        8   Div       84 19       26 8       39 9 

 

Dr. Vinay Kumar et.al / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 6 No. 01 Jan 2014 55



 

                                                                Table 3: Methods based on 3rd derivative 

   Methods             ࢌ (sec)             ࢌ (sec)             ࢌ (sec)            ࢌ (sec) 

 Time(ିૠ)  IT Time(ିૠ) IT Time(ିૠ) IT Time(ିૠ) IT 

         22(H3)         13 4       34 10       14 5       18 5 

 

 

                                                                Table 4: Methods based on 4th derivative 

   Methods               ࢌ  (sec)                ࢌ (sec)               ࢌ (sec)               ࢌ (sec) 

 Time(ିૠ) IT Time(ିૠ) IT Time(ିૠ) IT Time(ିૠ)  IT 

          18     Div        83 18        31 8       35 8 

          19     Div        76 15        29 7       35 7 

       25(H4)         16 4        31 7        14 4       18-4 4 

 

                                                                Table 5: Methods based on 5th derivative 

   Methods          ࢌ  (sec)          ࢌ (sec)          ࢌ (sec)         ࢌ (sec) 

 Time(ିૠ) IT Time(ିૠ) IT Time(ିૠ)- IT Time(ିૠ) IT 

      28(H5)         14 3        32 6        13 3       16 3 

 

IV. CONCLUSION 

Several examples show that the methods H1, H2 presented in this paper e.g. see tables, perform better than other 
methods as far as the timing estimates are concerned. Most of the well-known methods diverge on example (a). 
Our methods H3, H4 and H5 give good results on this example using the same starting value. Although methods 
(15) and (16) do converge, however time taken by our method is much less. Our methods give better time 
estimates than all methods in its own family of derivatives. Many of the methods, which have better efficiency 
than our methods take more time to compute solution of f(x)=0. 
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